Fiber-Optic Communication Systems
Third Edition
Fiber-Optic Communication Systems
Third Edition

GOVIND P. AGRAWAL
The Institute of Optics
University of Rochester
Rochester, NY

A JOHN WILEY & SONS, INC., PUBLICATION
Designations used by companies to distinguish their products are often claimed as trademarks. In all instances where John Wiley & Sons, Inc., is aware of a claim, the product names appear in initial capital or ALL CAPITAL LETTERS. Readers, however, should contact the appropriate companies for more complete information regarding trademarks and registration.

Copyright © 2002 by John Wiley & Sons, Inc. All rights reserved.

No part of this publication may be reproduced, stored in a retrieval system or transmitted in any form or by any means, electronic or mechanical, including uploading, downloading, printing, decompiling, recording or otherwise, except as permitted under Sections 107 or 108 of the 1976 United States Copyright Act, without the prior written permission of the Publisher. Requests to the Publisher for permission should be addressed to the Permissions Department, John Wiley & Sons, Inc., 605 Third Avenue, New York, NY 10158-0012, (212) 850-6011, fax (212) 850-6008, E-Mail: PERMREQ@WILEY.COM.

This publication is designed to provide accurate and authoritative information in regard to the subject matter covered. It is sold with the understanding that the publisher is not engaged in rendering professional services. If professional advice or other expert assistance is required, the services of a competent professional person should be sought.


This title is also available in print as ISBN 0-471-21571-6.

For more information about Wiley products, visit our web site at www.Wiley.com.
For My Parents
# Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preface</td>
<td>xv</td>
</tr>
<tr>
<td>1</td>
<td>Introduction</td>
</tr>
<tr>
<td>1.1</td>
<td>Historical Perspective</td>
</tr>
<tr>
<td>1.1.1</td>
<td>Need for Fiber-Optic Communications</td>
</tr>
<tr>
<td>1.1.2</td>
<td>Evolution of Lightwave Systems</td>
</tr>
<tr>
<td>1.2</td>
<td>Basic Concepts</td>
</tr>
<tr>
<td>1.2.1</td>
<td>Analog and Digital Signals</td>
</tr>
<tr>
<td>1.2.2</td>
<td>Channel Multiplexing</td>
</tr>
<tr>
<td>1.2.3</td>
<td>Modulation Formats</td>
</tr>
<tr>
<td>1.3</td>
<td>Optical Communication Systems</td>
</tr>
<tr>
<td>1.4</td>
<td>Lightwave System Components</td>
</tr>
<tr>
<td>1.4.1</td>
<td>Optical Fibers as a Communication Channel</td>
</tr>
<tr>
<td>1.4.2</td>
<td>Optical Transmitters</td>
</tr>
<tr>
<td>1.4.3</td>
<td>Optical Receivers</td>
</tr>
<tr>
<td>Problems</td>
<td>19</td>
</tr>
<tr>
<td>References</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>Optical Fibers</td>
</tr>
<tr>
<td>2.1</td>
<td>Geometrical-Optics Description</td>
</tr>
<tr>
<td>2.1.1</td>
<td>Step-Index Fibers</td>
</tr>
<tr>
<td>2.1.2</td>
<td>Graded-Index Fibers</td>
</tr>
<tr>
<td>2.2</td>
<td>Wave Propagation</td>
</tr>
<tr>
<td>2.2.1</td>
<td>Maxwell’s Equations</td>
</tr>
<tr>
<td>2.2.2</td>
<td>Fiber Modes</td>
</tr>
<tr>
<td>2.2.3</td>
<td>Single-Mode Fibers</td>
</tr>
<tr>
<td>2.3</td>
<td>Dispersion in Single-Mode Fibers</td>
</tr>
<tr>
<td>2.3.1</td>
<td>Group-Velocity Dispersion</td>
</tr>
<tr>
<td>2.3.2</td>
<td>Material Dispersion</td>
</tr>
<tr>
<td>2.3.3</td>
<td>Waveguide Dispersion</td>
</tr>
<tr>
<td>2.3.4</td>
<td>Higher-Order Dispersion</td>
</tr>
<tr>
<td>2.3.5</td>
<td>Polarization-Mode Dispersion</td>
</tr>
<tr>
<td>2.4</td>
<td>Dispersion-Induced Limitations</td>
</tr>
<tr>
<td>2.4.1</td>
<td>Basic Propagation Equation</td>
</tr>
</tbody>
</table>
CONTENTS

2.4.2 Chirped Gaussian Pulses .................................. 47
2.4.3 Limitations on the Bit Rate ................................. 50
2.4.4 Fiber Bandwidth ........................................... 53

2.5 Fiber Losses ..................................................... 55
2.5.1 Attenuation Coefficient .................................... 55
2.5.2 Material Absorption ........................................ 56
2.5.3 Rayleigh Scattering ........................................ 57
2.5.4 Waveguide Imperfections ................................. 58

2.6 Nonlinear Optical Effects .................................... 59
2.6.1 Stimulated Light Scattering ............................... 59
2.6.2 Nonlinear Phase Modulation ............................... 64
2.6.3 Four-Wave Mixing ......................................... 66

2.7 Fiber Manufacturing .......................................... 67
2.7.1 Design Issues .............................................. 67
2.7.2 Fabrication Methods ....................................... 68
2.7.3 Cables and Connectors .................................... 70

Problems .................................................................. 72

References .............................................................. 74

3 Optical Transmitters ........................................... 77

3.1 Basic Concepts .................................................. 77
3.1.1 Emission and Absorption Rates ........................... 78
3.1.2 p–n Junctions .................................................. 81
3.1.3 Nonradiative Recombination ............................... 83
3.1.4 Semiconductor Materials ................................... 84

3.2 Light-Emitting Diodes ......................................... 87
3.2.1 Power–Current Characteristics ......................... 87
3.2.2 LED Spectrum .............................................. 89
3.2.3 Modulation Response ...................................... 90
3.2.4 LED Structures ............................................. 91

3.3 Semiconductor Lasers .......................................... 92
3.3.1 Optical Gain .................................................. 93
3.3.2 Feedback and Laser Threshold ......................... 94
3.3.3 Laser Structures ........................................... 96

3.4 Control of Longitudinal Modes .............................. 99
3.4.1 Distributed Feedback Lasers .............................. 100
3.4.2 Coupled-Cavity Semiconductor Lasers ................ 102
3.4.3 Tunable Semiconductor Lasers ........................... 103
3.4.4 Vertical-Cavity Surface-Emitting Lasers ............. 105

3.5 Laser Characteristics .......................................... 106
3.5.1 CW Characteristics ......................................... 107
3.5.2 Small-Signal Modulation ................................. 110
3.5.3 Large-Signal Modulation ................................. 112
3.5.4 Relative Intensity Noise .................................. 114
3.5.5 Spectral Linewidth ........................................ 116

3.6 Transmitter Design ............................................. 118
## Contents

5.2.3 Power Budget ........................................ 192
5.2.4 Rise-Time Budget ..................................... 193

5.3 Long-Haul Systems ........................................ 195
5.3.1 Performance-Limiting Factors ......................... 196
5.3.2 Terrestrial Lightwave Systems ......................... 198
5.3.3 Undersea Lightwave Systems ......................... 200

5.4 Sources of Power Penalty .................................. 202
5.4.1 Modal Noise ............................................. 202
5.4.2 Dispersive Pulse Broadening .......................... 204
5.4.3 Mode-Partition Noise ................................... 205
5.4.4 Frequency Chirping .................................... 209
5.4.5 Reflection Feedback and Noise ....................... 213

5.5 Computer-Aided Design .................................... 217
Problems ....................................................... 219
References ..................................................... 220

6 Optical Amplifiers ............................................. 226
6.1 Basic Concepts ............................................. 226
6.1.1 Gain Spectrum and Bandwidth ......................... 227
6.1.2 Gain Saturation ......................................... 229
6.1.3 Amplifier Noise ......................................... 230
6.1.4 Amplifier Applications ................................. 231

6.2 Semiconductor Optical Amplifiers ......................... 232
6.2.1 Amplifier Design ........................................ 232
6.2.2 Amplifier Characteristics .............................. 234
6.2.3 Pulse Amplification ..................................... 237
6.2.4 System Applications ..................................... 241

6.3 Raman Amplifiers ............................................ 243
6.3.1 Raman Gain and Bandwidth ............................ 243
6.3.2 Amplifier Characteristics .............................. 244
6.3.3 Amplifier Performance ................................. 246

6.4 Erbium-Doped Fiber Amplifiers ............................ 250
6.4.1 Pumping Requirements .................................. 251
6.4.2 Gain Spectrum ........................................... 252
6.4.3 Simple Theory ........................................... 253
6.4.4 Amplifier Noise ......................................... 255
6.4.5 Multichannel Amplification ........................... 257
6.4.6 Distributed-Gain Amplifiers .......................... 260

6.5 System Applications ......................................... 261
6.5.1 Optical Preamplification ............................... 261
6.5.2 Noise Accumulation in Long-Haul Systems .......... 264
6.5.3 ASE-Induced Timing Jitter ............................ 266
6.5.4 Accumulated Dispersive and Nonlinear Effects .... 269
6.5.5 WDM-Related Impairments ............................ 271

Problems ....................................................... 272
References ..................................................... 273
## Contents

### 7 Dispersion Management

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.1</td>
<td>Need for Dispersion Management</td>
<td>279</td>
</tr>
<tr>
<td>7.2</td>
<td>Precompensation Schemes</td>
<td>281</td>
</tr>
<tr>
<td>7.2.1</td>
<td>Prechirp Technique</td>
<td>281</td>
</tr>
<tr>
<td>7.2.2</td>
<td>Novel Coding Techniques</td>
<td>283</td>
</tr>
<tr>
<td>7.2.3</td>
<td>Nonlinear Prechirp Techniques</td>
<td>285</td>
</tr>
<tr>
<td>7.3</td>
<td>Postcompensation Techniques</td>
<td>286</td>
</tr>
<tr>
<td>7.4</td>
<td>Dispersion-Compensating Fibers</td>
<td>288</td>
</tr>
<tr>
<td>7.5</td>
<td>Optical Filters</td>
<td>290</td>
</tr>
<tr>
<td>7.6</td>
<td>Fiber Bragg Gratings</td>
<td>293</td>
</tr>
<tr>
<td>7.6.1</td>
<td>Uniform-Period Gratings</td>
<td>293</td>
</tr>
<tr>
<td>7.6.2</td>
<td>Chirped Fiber Gratings</td>
<td>296</td>
</tr>
<tr>
<td>7.6.3</td>
<td>Chirped Mode Couplers</td>
<td>299</td>
</tr>
<tr>
<td>7.7</td>
<td>Optical Phase Conjugation</td>
<td>300</td>
</tr>
<tr>
<td>7.7.1</td>
<td>Principle of Operation</td>
<td>300</td>
</tr>
<tr>
<td>7.7.2</td>
<td>Compensation of Self-Phase Modulation</td>
<td>301</td>
</tr>
<tr>
<td>7.7.3</td>
<td>Phase-Conjugated Signal</td>
<td>302</td>
</tr>
<tr>
<td>7.8</td>
<td>Long-Haul Lightwave Systems</td>
<td>305</td>
</tr>
<tr>
<td>7.8.1</td>
<td>Periodic Dispersion Maps</td>
<td>305</td>
</tr>
<tr>
<td>7.8.2</td>
<td>Simple Theory</td>
<td>307</td>
</tr>
<tr>
<td>7.8.3</td>
<td>Intrachannel Nonlinear Effects</td>
<td>309</td>
</tr>
<tr>
<td>7.9</td>
<td>High-Capacity Systems</td>
<td>310</td>
</tr>
<tr>
<td>7.9.1</td>
<td>Broadband Dispersion Compensation</td>
<td>311</td>
</tr>
<tr>
<td>7.9.2</td>
<td>Tunable Dispersion Compensation</td>
<td>313</td>
</tr>
<tr>
<td>7.9.3</td>
<td>Higher-Order Dispersion Management</td>
<td>315</td>
</tr>
<tr>
<td>7.9.4</td>
<td>PMD Compensation</td>
<td>317</td>
</tr>
<tr>
<td></td>
<td>Problems</td>
<td></td>
</tr>
<tr>
<td></td>
<td>References</td>
<td>321</td>
</tr>
</tbody>
</table>

### 8 Multichannel Systems

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.1</td>
<td>WDM Lightwave Systems</td>
<td>330</td>
</tr>
<tr>
<td>8.1.1</td>
<td>High-Capacity Point-to-Point Links</td>
<td>331</td>
</tr>
<tr>
<td>8.1.2</td>
<td>Wide-Area and Metro-Area Networks</td>
<td>334</td>
</tr>
<tr>
<td>8.1.3</td>
<td>Multiple-Access WDM Networks</td>
<td>336</td>
</tr>
<tr>
<td>8.2</td>
<td>WDM Components</td>
<td>339</td>
</tr>
<tr>
<td>8.2.1</td>
<td>Tunable Optical Filters</td>
<td>339</td>
</tr>
<tr>
<td>8.2.2</td>
<td>Multiplexers and Demultiplexers</td>
<td>344</td>
</tr>
<tr>
<td>8.2.3</td>
<td>Add–Drop Multiplexers</td>
<td>348</td>
</tr>
<tr>
<td>8.2.4</td>
<td>Star Couplers</td>
<td>350</td>
</tr>
<tr>
<td>8.2.5</td>
<td>Wavelength Routers</td>
<td>351</td>
</tr>
<tr>
<td>8.2.6</td>
<td>Optical Cross-Connects</td>
<td>354</td>
</tr>
<tr>
<td>8.2.7</td>
<td>Wavelength Converters</td>
<td>357</td>
</tr>
<tr>
<td>8.2.8</td>
<td>WDM Transmitters and Receivers</td>
<td>360</td>
</tr>
<tr>
<td>8.3</td>
<td>System Performance Issues</td>
<td>362</td>
</tr>
<tr>
<td>8.3.1</td>
<td>Heterowavelength Linear Crosstalk</td>
<td>363</td>
</tr>
<tr>
<td>8.3.2</td>
<td>Homowavelength Linear Crosstalk</td>
<td>365</td>
</tr>
<tr>
<td>Chapter</td>
<td>Title</td>
<td>Pages</td>
</tr>
<tr>
<td>---------</td>
<td>-------------------------------------------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td><strong>CONTENTS</strong></td>
<td></td>
</tr>
<tr>
<td>8.3.3</td>
<td>Nonlinear Raman Crosstalk</td>
<td>366</td>
</tr>
<tr>
<td>8.3.4</td>
<td>Stimulated Brillouin Scattering</td>
<td>369</td>
</tr>
<tr>
<td>8.3.5</td>
<td>Cross-Phase Modulation</td>
<td>370</td>
</tr>
<tr>
<td>8.3.6</td>
<td>Four-Wave Mixing</td>
<td>372</td>
</tr>
<tr>
<td>8.3.7</td>
<td>Other Design Issues</td>
<td>374</td>
</tr>
<tr>
<td>8.4</td>
<td>Time-Division Multiplexing</td>
<td>375</td>
</tr>
<tr>
<td>8.4.1</td>
<td>Channel Multiplexing</td>
<td>375</td>
</tr>
<tr>
<td>8.4.2</td>
<td>Channel Demultiplexing</td>
<td>377</td>
</tr>
<tr>
<td>8.4.3</td>
<td>System Performance</td>
<td>380</td>
</tr>
<tr>
<td>8.5</td>
<td>Subcarrier Multiplexing</td>
<td>381</td>
</tr>
<tr>
<td>8.5.1</td>
<td>Analog SCM Systems</td>
<td>382</td>
</tr>
<tr>
<td>8.5.2</td>
<td>Digital SCM Systems</td>
<td>385</td>
</tr>
<tr>
<td>8.5.3</td>
<td>Multiwavelength SCM Systems</td>
<td>386</td>
</tr>
<tr>
<td>8.6</td>
<td>Code-Division Multiplexing</td>
<td>388</td>
</tr>
<tr>
<td>8.6.1</td>
<td>Direct-Sequence Encoding</td>
<td>388</td>
</tr>
<tr>
<td>8.6.2</td>
<td>Spectral Encoding</td>
<td>390</td>
</tr>
<tr>
<td></td>
<td>Problems</td>
<td>393</td>
</tr>
<tr>
<td></td>
<td>References</td>
<td>394</td>
</tr>
<tr>
<td>9</td>
<td><strong>Soliton Systems</strong></td>
<td>404</td>
</tr>
<tr>
<td>9.1</td>
<td>Fiber Solitons</td>
<td>404</td>
</tr>
<tr>
<td>9.1.1</td>
<td>Nonlinear Schrödinger Equation</td>
<td>405</td>
</tr>
<tr>
<td>9.1.2</td>
<td>Bright Solitons</td>
<td>406</td>
</tr>
<tr>
<td>9.1.3</td>
<td>Dark Solitons</td>
<td>409</td>
</tr>
<tr>
<td>9.2</td>
<td>Soliton-Based Communications</td>
<td>411</td>
</tr>
<tr>
<td>9.2.1</td>
<td>Information Transmission with Solitons</td>
<td>411</td>
</tr>
<tr>
<td>9.2.2</td>
<td>Soliton Interaction</td>
<td>412</td>
</tr>
<tr>
<td>9.2.3</td>
<td>Frequency Chirp</td>
<td>414</td>
</tr>
<tr>
<td>9.2.4</td>
<td>Soliton Transmitters</td>
<td>416</td>
</tr>
<tr>
<td>9.3</td>
<td>Loss-Managed Solitons</td>
<td>418</td>
</tr>
<tr>
<td>9.3.1</td>
<td>Loss-Induced Soliton Broadening</td>
<td>418</td>
</tr>
<tr>
<td>9.3.2</td>
<td>Lumped Amplification</td>
<td>420</td>
</tr>
<tr>
<td>9.3.3</td>
<td>Distributed Amplification</td>
<td>422</td>
</tr>
<tr>
<td>9.3.4</td>
<td>Experimental Progress</td>
<td>425</td>
</tr>
<tr>
<td>9.4</td>
<td>Dispersion-Managed Solitons</td>
<td>427</td>
</tr>
<tr>
<td>9.4.1</td>
<td>Dispersion-Decreasing Fibers</td>
<td>427</td>
</tr>
<tr>
<td>9.4.2</td>
<td>Periodic Dispersion Maps</td>
<td>429</td>
</tr>
<tr>
<td>9.4.3</td>
<td>Design Issues</td>
<td>432</td>
</tr>
<tr>
<td>9.5</td>
<td>Impact of Amplifier Noise</td>
<td>435</td>
</tr>
<tr>
<td>9.5.1</td>
<td>Moment Method</td>
<td>435</td>
</tr>
<tr>
<td>9.5.2</td>
<td>Energy and Frequency Fluctuations</td>
<td>437</td>
</tr>
<tr>
<td>9.5.3</td>
<td>Timing Jitter</td>
<td>439</td>
</tr>
<tr>
<td>9.5.4</td>
<td>Control of Timing Jitter</td>
<td>442</td>
</tr>
<tr>
<td>9.6</td>
<td>High-Speed Soliton Systems</td>
<td>445</td>
</tr>
<tr>
<td>9.6.1</td>
<td>System Design Issues</td>
<td>445</td>
</tr>
<tr>
<td>9.6.2</td>
<td>Soliton Interaction</td>
<td>447</td>
</tr>
</tbody>
</table>
## CONTENTS

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>B Acronyms</td>
<td>520</td>
</tr>
<tr>
<td>C General Formula for Pulse Broadening</td>
<td>524</td>
</tr>
<tr>
<td>D Ultimate System Capacity</td>
<td>527</td>
</tr>
<tr>
<td>References</td>
<td>528</td>
</tr>
<tr>
<td>E Software Package</td>
<td>529</td>
</tr>
</tbody>
</table>
Preface

Since the publication of the first edition of this book in 1992, the state of the art of fiber-optic communication systems has advanced dramatically despite the relatively short period of only 10 years between the first and third editions. For example, the highest capacity of commercial fiber-optic links available in 1992 was only 2.5 Gb/s. A mere 4 years later, the wavelength-division-multiplexed (WDM) systems with the total capacity of 40 Gb/s became available commercially. By 2001, the capacity of commercial WDM systems exceeded 1.6 Tb/s, and the prospect of lightwave systems operating at 3.2 Tb/s or more were in sight. During the last 2 years, the capacity of transoceanic lightwave systems installed worldwide has exploded. Moreover, several other undersea networks were in the construction phase in December 2001. A global network covering 250,000 km with a capacity of 2.56 Tb/s (64 WDM channels at 10 Gb/s over 4 fiber pairs) is scheduled to be operational in 2002. Several conference papers presented in 2001 have demonstrated that lightwave systems operating at a bit rate of more than 10 Tb/s are within reach. Just a few years ago it was unimaginable that lightwave systems would approach the capacity of even 1 Tb/s by 2001.

The second edition of this book appeared in 1997. It has been well received by the scientific community involved with lightwave technology. Because of the rapid advances that have occurred over the last 5 years, the publisher and I deemed it necessary to bring out the third edition if the book were to continue to provide a comprehensive and up-to-date account of fiber-optic communication systems. The result is in your hands. The primary objective of the book remains the same. Specifically, it should be able to serve both as a textbook and a reference monograph. For this reason, the emphasis is on the physical understanding, but the engineering aspects are also discussed throughout the text.

Because of the large amount of material that needed to be added to provide comprehensive coverage, the book size has increased considerably compared with the first edition. Although all chapters have been updated, the major changes have occurred in Chapters 6–9. I have taken this opportunity to rearrange the material such that it is better suited for a two-semester course on optical communications. Chapters 1–5 provide the basic foundation while Chapters 6–10 cover the issues related to the design of advanced lightwave systems. More specifically, after the introduction of the elementary concepts in Chapter 1, Chapters 2–4 are devoted to the three primary components of a fiber-optic communications—optical fibers, optical transmitters, and optical receivers. Chapter 5 then focuses on the system design issues. Chapters 6 and 7 are devoted to the advanced techniques used for the management of fiber losses and chromatic dis-
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Chapter 8 focuses on the use of wavelength- and time-division multiplexing techniques for optical networks. Code-division multiplexing is also a part of this chapter. The use of optical solitons for fiber-optic systems is discussed in Chapter 9. Coherent lightwave systems are now covered in the last chapter. More than 30% of the material in Chapter 6–9 is new because of the rapid development of the WDM technology over the last 5 years. The contents of the book reflect the state of the art of lightwave transmission systems in 2001.

The primary role of this book is as a graduate-level textbook in the field of optical communications. An attempt is made to include as much recent material as possible so that students are exposed to the recent advances in this exciting field. The book can also serve as a reference text for researchers already engaged in or wishing to enter the field of optical fiber communications. The reference list at the end of each chapter is more elaborate than what is common for a typical textbook. The listing of recent research papers should be useful for researchers using this book as a reference. At the same time, students can benefit from it if they are assigned problems requiring reading of the original research papers. A set of problems is included at the end of each chapter to help both the teacher and the student. Although written primarily for graduate students, the book can also be used for an undergraduate course at the senior level with an appropriate selection of topics. Parts of the book can be used for several other related courses. For example, Chapter 2 can be used for a course on optical waveguides, and Chapter 3 can be useful for a course on optoelectronics.

Many universities in the United States and elsewhere offer a course on optical communications as a part of their curriculum in electrical engineering, physics, or optics. I have taught such a course since 1989 to the graduate students of the Institute of Optics, and this book indeed grew out of my lecture notes. I am aware that it is used as a textbook by many instructors worldwide—a fact that gives me immense satisfaction. I am acutely aware of a problem that is a side effect of an enlarged revised edition. How can a teacher fit all this material in a one-semester course on optical communications? I have to struggle with the same question. In fact, it is impossible to cover the entire book in one semester. The best solution is to offer a two-semester course covering Chapters 1 through 5 during the first semester, leaving the remainder for the second semester. However, not many universities may have the luxury of offering a two-semester course on optical communications. The book can be used for a one-semester course provided that the instructor makes a selection of topics. For example, Chapter 3 can be skipped if the students have taken a laser course previously. If only parts of Chapters 6 through 10 are covered to provide students a glimpse of the recent advances, the material can fit in a single one-semester course offered either at the senior level for undergraduates or to graduate students.

This edition of the book features a compact disk (CD) on the back cover provided by the Optiwave Corporation. The CD contains a state-of-the-art software package suitable for designing modern lightwave systems. It also contains additional problems for each chapter that can be solved by using the software package. Appendix E provides more details about the software and the problems. It is my hope that the CD will help to train the students and will prepare them better for an industrial job.

A large number of persons have contributed to this book either directly or indirectly. It is impossible to mention all of them by name. I thank my graduate students and the
students who took my course on optical communication systems and helped improve my class notes through their questions and comments. Thanks are due to many instructors who not only have adopted this book as a textbook for their courses but have also pointed out the misprints in previous editions, and thus have helped me in improving the book. I am grateful to my colleagues at the Institute of Optics for numerous discussions and for providing a cordial and productive atmosphere. I appreciated the help of Karen Rolfe, who typed the first edition of this book and made numerous revisions with a smile. Last, but not least, I thank my wife, Anne, and my daughters, Sipra, Caroline, and Claire, for understanding why I needed to spend many weekends on the book instead of spending time with them.

Govind P. Agrawal
Rochester, NY
December 2001
Index

absorption coefficient, 134
absorption rate, 80
accelerated aging, 124
acoustic frequency, 370
acoustic jitter, see timing jitter
acoustic waves, 59, 343, 454, 486
activation energy, 125
amplification factor, 227, 234, 238, 245, 270
amplified spontaneous emission, 252, 256, 264, 435
amplifier noise, see noise
amplifier spacing, 265, 420, 421, 426
amplifiers
applications of, 231
bandwidth of, 227
C-band, 259
cascaded, 264–272
doped-fiber, see fiber amplifiers
gain of, 227
in-line, 195, 241, 264–272, 280, 435
L-band, 259, 272
noise in, 230
parametric, 249, 305, 457
power, 231, 263
properties of, 226–231
Raman, 243–250, 259
S-band, 259
saturation characteristics of, 229
semiconductor, see semiconductor optical amplifiers
amplitude-phase coupling, 110, 117
amplitude-shift keying, see modulation format
anticorrelation, 116, 205
antireflection coating, 92, 103, 233, 344
APD, 142–148
physical mechanism behind, 142
bandwidth of, 144
design of, 143
enhanced shot noise in, 159
excess noise factor for, 159
gain of, 144
optimum gain for, 161, 166
reach-through, 145
responsivity of, 144
SAGCM, 146
SAGM, 146
SAM, 145
staircase, 146
superlattice, 147
apodization technique, 294
ASCII code, 9
ATM protocol, 334, 336, 381
attenuation coefficient, 55
Auger recombination, 83, 84, 109
autocorrelation function, 115, 116, 156, 157, 389, 391
avalanche breakdown, 144
avalanche photodiode, see APD
bandgap discontinuity, 82
bandwidth
amplifier, 227, 228, 257
APD, 144
Brillouin-gain, 370
fiber, 53, 194
filter, 151, 271, 341, 344
front-end, 149
gain, 227
grating, 296
LED, 91
modulator, 485
noise, 156
photodetector, 136
photodiode, 139
Raman-amplifier, 243
Raman-gain, 63
RC circuit, 194
receiver, 384
semiconductor laser, 112
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signal, 11, 316, 381
small-signal modulation, 110
Banyan network, 337
beat length, 35
Beer’s law, 55
bending loss, 58
Bessel function, 31, 494
biconical taper, 346, 351
birefringence, 35, 43, 449, 503
degree of, 35
random, 44, 317
bit rate–distance product, 3, 26, 27, 43, 52, 185, 191, 204, 206, 271, 332, 380, 426, 441
bit-error rate, 19, 162–164, 208, 262, 364, 490–497
blackbody radiation, 79
Boltzmann constant, 78, 157
boundary condition
periodic, 309, 430
Bragg condition, 100, 296, 343, 345
Bragg diffraction, 100, 101, 343, 344
Bragg reflectivity, 140
Bragg scattering, 486
Bragg wavelength, 103, 247, 293, 296, 313, 343, 344, 391, 416
Brillouin amplifier, see amplifiers
Brillouin crosstalk, see crosstalk
Brillouin gain, 61
Brillouin scattering, 59, 201, 304, 506
spontaneous, 59
stimulated, 59, 250, 344, 369
Brillouin shift, 60, 61, 344, 369
Brillouin threshold, 369
broadband access, 338
broadcast star, 337, 350–351
broadening factor, 49, 204
bubble technology, 356
Burrus-type LED, 91
bus topology, 185
butt coupling, 119
Butterworth filter, 505
cable television, 185, 382
carrier diffusion, 98
carrier heating, 110
carrier lifetime, 84, 107, 109, 235, 379
carrier-sense multiple access, 187
carrier-to-noise ratio, 383
catastrophic degradation, 124
CATV industry, 382
CDMA systems, 388–392
channel spacing, 242, 332
characteristic temperature, 108
chemical etching, 102
chemical-vapor deposition
metal-organic, 86
modified, 69
plasma-activated, 69
chirp, see frequency chirp
chip parameter, 47, 52, 113, 211, 281, 283, 415
chirped mode coupler, 299
crornaum heater, 292
circuit switching, 334, 336
clipping noise, 386
clock recovery, 152, 162, 171
clock signal, 377
CNR, see carrier-to-noise ratio
coaxial cable, 2, 187, 190, 381
code-division multiplexing
codes for, 388
coherent, 390
codes
bipolar, 390
orthogonal, 389, 391
pseudo-orthogonal, 391
unipolar, 390
coherence function, 50
coherence time, 392, 498
coherent detection, 479–481
coherent lightwave systems
advantages of, 479
bit-error rate for, 490–497
demodulation schemes for, 487–490
dispersion effects in, 504
field trials with, 510
heterodyne, see heterodyne receiver
homodyne, 508
intensity noise in, 500–502
long-haul, 508
modulation formats for, 482–487
performance of, 507–511
phase noise in, 498–500
polarization effects in, 502, 504
sensitivity degradation for, 497–507
collision length, 458–461
collision-induced frequency shift, 459–462
color-center laser, 425
computer-aided design, 217
confinement factor, 37, 107, 235, 293
correlation coefficient, 88, 91, 118
critical angle, 24, 26, 58
correlation length, 45
correlation technique, 389
Costas loop, 488
coupled-cavity mechanism, 103
coupled-mode equations, 293
coupling coefficient, 293
coupling efficiency, 88, 91, 118
cross-correlation coefficient, 206
cross-correlation function, 389
cross-gain saturation, 242, 257, 357
cross-phase modulation, 65, 272, 359, 445
crosstalk, 362–375
demultiplexing with, 377
delay line, 389
delay technique, 375
delay-demodulation scheme, 490
demodulation
asynchronous, 488
delay, 489
schemes for, 487–490
synchronous, 488
demultiplexer, 344–347
all-fiber, 346
comb-like, 362
diffraction-based, 344
electro-optic, 377
filter-based, 345
grating-based, 344
interference-based, 344
TDM, 377–380
terahertz optical asymmetrical, 379
waveguide-grating, 347
density of states, 80, 86
depletion layer, 145
depletion width, 81, 137, 139
detector, see photodetector
diaper
anomalous, 434
differential gain, 93
differential-detection technique, 392
diffusion coefficient, 81, 115
diffusion length, 81
digital hierarchy, 12
synchronous, 13
digital video transport systems, 388
dipole relaxation time, 227, 252
direct-sequence encoding, 389
directional coupler, 188, 346, 349, 355
grating-assisted, 349
dispersion
anomalous, 197, 405
comb-like, 411, 418
fourth-order, 317
grating, 294, 296
grating-induced, 294
group-velocity, 38–42, 96, 194, 195, 271, 279, 404–411, 504
intermodal, 190, 194
material, 39–40
modal, 25
multipath, 25, 26
normal, 197, 296, 409, 429, 433
polarization-mode, 36, 43, 197, 449, 455
pulse broadening due to, 47–50, 288
residual, 313, 314
temperature-induced change in, 313
third-order, 42, 51, 280, 315, 317, 381, 424, 450, 457
tunable, 314
waveguide, 39, 41, 289
dispersion allocation, 434
dispersion compensation
broadband, 311–317
dynamic, 313
electronic techniques for, 286–288
long-haul, 305–310
polarization-mode, 317–320
third-order, 315
tunable, 313
dispersion equalization, 287
dispersion length, 48, 281, 414, 421
dispersion management, 269, 271, 380, 427–435, 463–467
broadband, 311–320
DCF for, 288–289
dense, 432
duobinary technique for, 284
fiber gratings for, 293–299
filters for, 290–293
FSK format for, 283
higher-order, 315–317
long-haul, 305–310
need for, 279–281
periodic, 305–310, 374
phase conjugation for, 300–305
prechirping technique for, 281–283
WDM, 310–320
dispersion map, 309
optimum, 464
period of, 306
periodic, 305, 429–435, 464
strength of, 433
two-section, 308
dispersion parameter, 38, 46, 195, 280
dispersion penalty, see power penalty
dispersion relation, 60
dispersion slope, 42, 51, 312, 316, 381
relative, 312
dispersion trimming, 313
dispersion-compensating fiber, see fibers
dispersion-decreasing fiber, see fibers
dispersion-induced limitations, 50–53, 279–281
dispersion-shifted fibers, see fibers
dispersion-supported transmission, 283
dispersive waves, 408, 415, 420, 422, 424, 445
distributed amplification, 248, 260, 422–425, 430
distributed Bragg reflector, 101
distributed feedback, see feedback
distributed feedback lasers, 100, 207, 418
fabrication of, 101
gain-coupled, 101, 360, 487
linewidth saturation in, 117
multisection, 103, 486, 499
phase-shifted, 101, 208
double-exposure technique, 297
double-heterostructure design, 82
driving circuitry, 121
duobinary code, 284, 298
EDFA
amplification characteristics of, 253
C-band, 258
cascaded chain of, 257, 264
distributed-gain, 260
gain spectrum of, 252
gain-clamped, 258
in-line, 264–272
L-band, 258
multichannel amplification in, 257
noise in, 255
parallel configuration for, 259
pumping of, 251
semiconductor lasers for, 251
soliton transmission with, 426
spectral nonuniformity of, 257
system applications of, 261–272
two-stage, 258
effective core area, 37, 61, 272, 309, 405
effective index, 345
effective mass, 80
Einstein’s coefficients, 79
elasto-optic coefficient, 61
electron–hole recombination, 81, 83, 114
electron-beam lithography, 102
electronic equalization, 506
electrorefraction, 355, 484, 485
electrostriction, 59, 454
encoding
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direct sequence, 388
spectral, 390
energy enhancement factor, 421, 434
energy-band diagram, 81
envelope detector, 489, 498
epitaxial growth, 86, 102
equalization technique, 287, 288
equalizing filter, see filter
erbium-doped fiber amplifiers, see EDFA
error probability, see bit-error rate
Ethernet, 187
Euler–Lagrange equation, 308
evanescence wave, 299
excess noise factor, 159
excited-state absorption, 253
extinction ratio, 168, 355
eye closure, 311, 363
eye diagram, 153, 176, 287, 311
Fabry–Perot cavity, 94, 140, 148, 417
Fabry–Perot interferometer, 214, 216, 232, 340
Faraday effect, 120
fast axis, 36
FDDI, 188
FDM, see multiplexing, WDM systems
feedback
  cavity, 94
distributed, 100
electrical, 374
negative, 150
optical, 102, 120, 154, 213
reflection, 213, 384, 506
feedback resistor, 150
feedback-induced chaos, 214
feedback-induced RIN enhancement, 214
Fermi level, 79, 81
Fermi–Dirac distribution, 79
fiber amplifiers, 250
distributed-gain, 260
erbium-doped, see EDFA
  system applications of, 261–272
fiber cables, 70
fiber coupler, 346, 351, 376
fiber dispersion, see dispersion
fiber grating, see grating, 411
fiber gratings
  long-period, 258
fiber lasers
  dual-frequency, 418
  mode-locked, 362, 380, 417
fiber loss, see loss
fiber modes, 31–37
classification of, 33
effective index of, 33
eigenvalue equation for, 32
field distribution of, 35
fundamental, 35
hybrid, 33
propagation constant of, 33
spot size of, 36
transverse-electric, 33
transverse-magnetic, 33
fiber nonlinearity, see nonlinear effects
fiber-detector coupling, 154
fiber-loop mirror, 411
fiber-optic systems, see lightwave systems
fibers
  bandwidth of, 53
  birefringence of, 35
  chalcogenide, 58
depressed-cladding, 68, 289
design of, 67
dispersion-compensating, 288–289, 313, 315, 434
dispersion-decreasing, 42, 302, 411, 417, 427–429, 463
dispersion-flattened, 41, 466
dry, 7, 332
dual-core, 299
elliptical-core, 289
fabrication of, 68
fluoride, 58, 259
geometrical-optics description of, 23
graded-index, 26–28, 190, 192, 195
loss of, 55–59
low-PMD, 45
modes of, see fiber modes
  multimode, 24–28, 190, 202
  negative-slope, 312
nonlinear effects in, 59–67
  nonzero-dispersion-shifted, 374
  parabolic-index, 26
  plastic, 28, 203
  polarization-maintaining, 36, 44, 236, 448, 503
  polycrystalline, 58
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pulse propagation in, 46
reduced-slope, 43
reverse-dispersion, 43, 312
single-mode, 34–37
standard, 280, 288, 296, 312, 433, 435
tellurite, 259
two-mode, 289
wave propagation in, 28–33

field-effect transistor, 153
modulation-doped, 154

filter
acousto-optic, 258, 343
add-drop, 349
amplifier-based, 344
bandpass, 152, 307, 418, 442, 488, 489, 498
Butterworth, 505
equalizing, 290–293
Fabry–Perot, 291, 311, 339–342, 364, 442, 462
grating, 342
high-pass, 152
in-line, 442
interference, 258
low-pass, 151, 488, 505
Mach–Zehnder, 258, 292, 342, 346, 349
microwave, 286
optical, 270, 290–293, 416, 442
raised-cosine, 151, 210
reflection, 293
sliding-frequency, 442, 462, 465
surface-acoustic-wave, 152
transversal, 288
tunable optical, 339–344, 363

fringe, 341
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frequency chirp, 47, 52, 112, 191, 280, 406, 414, 431
amplifier-induced, 239, 285, 358
fiber-induced, 286
gain-switching-induced, 416
linear, 313
modulation-induced, 201
nonlinear, 314
power penalty due to, 209–213
SPM-induced, 405
XPM-induced, 371

frequency hopping, 390
frequency-division multiplexing, see multiplexing, WDM systems
frequency-shift keying, see modulation format

front end, 149
bandwidth of, 149
high-impedance, 149
low-impedance, 150
transimpedance, 150

gain
amplifier, 228
APD, 144
Brillouin, 344
parametric, 249
polarization-dependent, 45, 197, 456
Raman, 243
gain bandwidth, see bandwidth
gain coefficient, 93, 227
gain margin, 101, 208
gain nonuniformity, 375
gain saturation, 229, 234, 245, 257, 379
gain spectrum, 252
gain switching, 114, 416
gain–bandwidth product, 146, 147
gain-flattening technique, 249, 258, 375
Gaussian distribution, 36, 494
Gaussian pulse, see pulse
Gaussian random process, 114, 117, 162
Gaussian statistics, 156, 162, 173, 269, 456
ghost pulse, 310
Gordon–Haus jitter, see timing jitter
grounded-index fiber, see fibers
grounded-index lens, 345

grating
acoustically induced, 343
apodized, 294, 298
arrayed-waveguide, 316, 347
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Bragg, 293, 313, 342, 345, 346, 349, 357, 372
built-in, 100, 289, 343, 344
cascaded, 311
cascaded, 311
cascaded, 311
cascaded, 311
cascaded, 311
cascaded, 311
cascaded, 311
cascaded, 311
DFB-laser, 100
diffraction, 344
dispersion of, 296
ediffraction, 344
effect of, 344
effect of, 344
effect of, 344
effect of, 344
effect of, 344
effect of, 344
external, 103
fiber, 247, 255, 293–299, 304, 342, 346, 372, 390, 391, 416
insertion loss of, 298
Moiré, 298, 392
nonlinear-index, 197, 463
nonlinear chirped, 314, 316
phase-shifted, 346
reflection, 345
sampled, 311, 316, 390
superstructure, 104
waveguide, 351
grating period, 100, 104, 289, 293, 313, 345
group index, 96
group velocity, 38, 266, 439, 444
group-velocity dispersion, see dispersion
group-velocity mismatch, 272
GVD, see dispersion
GVD parameter, 38, 46, 271, 280, 288, 303, 404–411
Hermite–Gauss function, 430
heterodyne detection, 480
heterodyne receiver
ASK asynchronous, 493–495
ASK synchronous, 490–492
asynchronous, 488, 507
balanced, 501
dispersion compensation at, 286
DPSK asynchronous, 497
dual-lifter FSK, 489, 493, 495
FSK asynchronous, 495–496
FSK synchronous, 493
integrated, 510
intensity noise at, 500–502
performance of, 507–511
phase noise in, 498–500
phase-diversity, 499
polarization-diversity, 504, 510
PSK synchronous, 492
sensitivity degradation of, 497–507
sensitivity of, 490–497
synchronous, 488, 508
high-definition television, 186
holographic technique, 102, 294, 297
homodyne detection, 287, 480
homodyne receiver
ASK synchronous, 491
PSK synchronous, 492
homogeneous broadening, 252
hypercube architecture, 337
impact ionization, 142, 159
impulse response, 53
index-matching liquid, 119, 214
inelastic scattering, 243
InGaAsP/InP technology, 356
inhomogeneous broadening, 252
injection locking, 113
integrated circuits
optoelectronic, 123, 153, 360, 510
photon, 124
integrated-services digital network, 185
interaction length, 61
interdigitated electrode, 148
interferometer
Fabry–Perot, 214, 291, 339
Gires–Tournoi, 291
Mach–Zehnder, 292, 342, 349, 349, 358, 392
Michelson, 343, 359, 374
Sagnac, 343, 359, 377
intermediate frequency, 286, 479, 488
intermodulation distortion, 383
intermodulation products, 383
International Telecommunication Union, 332
Internet, 187
Internet protocol, 381
intersymbol interference, 151, 204
intragain nonlinearity, 242
intrachannel nonlinear effects, 309
inverse scattering method, 405, 409, 414, 415
ionization coefficient ratio, 144, 161, 166
ISDN, 185
ITU wavelength grid, 332
Johnson noise, 157
junction heating, 109
Lagrangian density, 308
Lambertian source, 88, 92
Langevin force, 114
laser linewidth, 116, 498
laser threshold, 94
lattice constant, 82, 85, 86
LED, 87–92
  bandwidth of, 91
  broad-spectrum, 92
  coupling efficiency for, 119
  edge-emitting, 92
  modulation response of, 90
  P-I characteristics of, 87
  reliability of, 125
  resonant-cavity, 92
  responsivity of, 89
  spectral distribution of, 89
  structures for, 91
  surface-emitting, 91, 119
  temperature dependence of, 89
  transfer function of, 90
lens coupling, 119, 120
light-emitting diodes, see LED
lightwave systems
  amplifiers for, 261–272
  architectures for, 183
  coherent, see coherent systems
  components of, 16–19
  design of, 188–195
  dispersion-limited, 50–53, 190–192, 269, 279–281
  evolution of, 4–8
  high-capacity, 310–320, 331
  history of, 1–4
  long-haul, 195–202
  loss-limited, 189–190
  point-to-point, 183–185
  quasi-linear, 309
  soliton, see soliton systems
  spectral efficiency of, 332
  subcarrier, see SCM systems
  submarine, 306
  TDM, see TDM systems
terrestrial, 198–200, 306
  underwater, 124, 200–202, 266
  unguided, 15
WDM, see WDM systems
LiNbO₃ technology, 304, 355, 357
linear channel, 150
  transfer function of, 151
linewidth enhancement factor, 110, 113, 117, 212, 237, 282, 416
liquid crystal, 341, 356
liquid-phase epitaxy, 86
load resistor, 150, 157
local oscillator, 479–482
  intensity noise of, 500
  linewidth of, 498
local-area network, see networks
Lorentzian spectrum, 60, 117, 227
loss
  bending, 58, 289
  cavity, 95, 99, 107
  channel, 192
  connector, 72, 192
  coupling, 243, 346, 359
  distribution, 188
  fiber, 55–59, 189, 301, 418
  insertion, 186, 289, 298, 304, 356
  internal, 95, 236, 341
  mode-selective, 202
  polarization-dependent, 45, 197, 456
  scattering, 236
  splice, 72, 192
  loss management, 418–427
  lumped amplification, 420–422, 461
Mach-Zehnder interferometer, 123, 342, 346, 377, 410
map period, 306, 372, 432
map strength, 433
  critical, 433
  Marcum’s Q function, 495
Markoffian approximation, 114
matched-filter detection, 389
material absorption, 56
material dispersion, see dispersion
Maxwell’s equations, 29
mean time to failure, 124
MEMS technology, 106, 355
meridional rays, 26
metropolitan-area network, see networks
Michelson interferometer, 343, 359, 374
microlens, 345
micromirror, 355
microstrip line, 287
microwave communication, 2, 381, 478
microwave subcarrier, 382
Mie scattering, 58
modal noise, 202
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mode
  fiber, see fiber modes
  longitudinal, 96, 99, 202, 205, 416
  waveguide, 345
mode converter, 289, 299
mode index, 33, 35, 297
  carrier-induced change in, 110
  periodic variation of, 100
mode locking, 114, 416
  active, 416
  harmonic, 417
mode-partition coefficient, 206
mode-partition noise, 116, 171, 205–208
mode-suppression ratio, 100, 101, 207, 215
modulation
  amplitude, 14, 282
  cross-phase, 65
  frequency, 14, 283
  large-signal, 112
  nonlinear phase, 64
  phase, 14, 110, 283, 418
  pulse-code, 10
  pulse-duration, 10
  pulse-position, 10
  self-phase, 64
  sinusoidal, 90, 110, 418
  small-signal, 110
  synchronous, 310, 443
  synchronous phase, 444
modulation bandwidth, 91, 92
modulation format, 13–15, 482–487
  AM-VSB, 382, 384
  ASK, 14, 483–484
  carrier-less AM/PM, 385
  continuous-phase FSK, 487
  CPFSK, 510
  CRZ, 14, 309
  DPSK, 485
  FSK, 14, 283, 385, 485–487
  MSK, 487
  nonreturn-to-zero, see NRZ format
  NRZ, 13
  on-off keying, 15, 483
  PSK, 15, 484–485
  quadrature AM, 385
  quadrature PSK, 385
  return-to-zero, see RZ format
  RZ, 13
  RZ-to-NRZ conversion, 362
modulation index, 383, 384
modulation instability, 197, 305
modulation response, 110
modulator
  acousto-optic, 486
  amplitude, 443
  electroabsorption, 122, 123, 283, 358, 360, 417
  external, 280
  frequency, 370
  integrated, 280
  intensity, 426
  LiNbO₃, 123, 411, 417, 426, 443, 484
  Mach–Zehnder, 123, 283, 377, 410, 418, 484
  multiquantum-well, 123, 417
  phase, 370, 390, 411, 444, 467, 484, 485
  synchronous, 462
molecular-beam epitaxy, 86
moment method, 267
momentum matrix element, 80
MONET project, 335, 356
Morse code, 2
MPEG, 11, 186
multiplexer
  add-drop, 348–350
  TDM, 375
  WDM, see demultiplexer
multiplexing
  code-division, 388–392
  coherence, 392
  electric-domain, 11
  frequency-division, 11
  polarization, 447–450
  subcarrier, 381–388
  time-division, 11, 315, 375–381
  wavelength-division, 330–362
multiplication layer, 143
narrow-deviation FSK, 486, 489
network protocol
  ATM, 334
  CSMA, 187
  Ethernet, 187
  TCP/IP, 334
network topology
  bus, 185
  hub, 185
  ring, 188
  star, 188
networks
  access, 336
  active-star, 188
  all-optical, 336
  broadcast, 185, 334
  CATV, 185, 381–386
  distribution, 185, 334
  local-area, 186, 334
  local-loop, 336
  mesh, 334
  metropolitan-area, 185, 334
  multihop, 335
  passive-star, 188
  WDM, see WDM networks
  wide-area, 334

noise
  amplifier, 197, 230, 255, 264, 435–437
  beat, 392
  clipping, 385
  current, 261
  electrical amplifier, 157
  Gaussian, 527
  intensity, 115, 169, 214, 500–502
  laser, 114–117
  mode-partition, 116, 205–208
  1/f, 117
  phase, 216, 498–500
  preamplifier, 261
  receiver, 155–162, 482
  shot, 114, 156, 262, 481
  spontaneous-emission, 230, 261, 270
  thermal, 157, 166, 262, 481
  white, 156, 157, 230
  noise figure, 157, 230, 231, 236, 241, 255, 263
  nonlinear effects, 59–67, 196, 269, 301, 309,
  404–411, 506
  cascaded, 304
  interchannel, 306, 310
  intrachannel, 306, 309, 380
  second-order, 304
  nonlinear gain, 116, 117
  nonlinear length, 270
  nonlinear optical-loop mirror, 377, 445
  nonlinear refraction, 64
  nonlinear Schrödinger equation, 66, 196, 270,
  307, 405–411, 450, 529
  nonradiative recombination, 83

NRZ format, 13, 152, 194, 195, 282, 371,
  376, 411, 418

numerical aperture, 25, 88, 92, 118

Nyquist criterion, 9

Nyquist noise, 157

on-off keying, see modulation format

optical amplifiers, see amplifiers

optical beat interference, 387

optical bus, 186

optical circulator, 291, 298, 304, 342, 357

optical communication systems, see light-wave systems

optical cross-connect, 354–357

optical data links, 184, 203

optical detector, see photodetector

optical feedback, see feedback

optical fibers, see fibers

optical filter, see filter

optical isolator, 120, 213, 216, 506

optical networks, see networks

optical phonons, 243

optical preamplifier, see preamplifier

optical receiver
  APD, 159
  components of, 18
  design of, 149
  front end of, 149
  integrated, 153, 510
  linear channel of, 150
  noise in, 155–162
  OEIC, 153
  p-i-n, 158
  packaging of, 154
  performance of, 174–176
  role of, 18
  sensitivity of, 162–168
  WDM, 360

optical switch, see switch

optical tap, 185

optical transmitter, 118–126
  components of, 17
  driving circuitry in, 121
  monolithic, 123
  OEIC, 123
  optical feedback in, 120
  packaging of, 124
  reliability of, 124
  role of, 17
  soliton, 416–418
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source–fiber coupling in, 118
WDM, 360
optoelectronic integration
for receivers, 153
for transmitters, 123
optogalvanic effect, 374
orthoconjugate mirror, 304
outside-vapor deposition, 69
p–i–n photodiode, 138
p–n junction, 81, 137
p–n photodiode, 137
packet switching, 334, 336, 381
parametric amplifier, 249
paraxial approximation, 27
partial soliton communication, 434
passive photonic loop, 338
periodic poling, 304
perturbation theory, 444
phase conjugation, 67, 300–305, 316, 359, 457, 503
phase modulation, 317, 370
phase-locked loop, 374, 487, 488, 498
phase-mask technique, 297
phase-matching condition, 66, 302, 343, 463
phase-shift keying, see modulation format
photodiode
avalanche, see APD
bandwidth of, 136
design of, 136
inverted MSM, 148
MSM, 148
quantum efficiency of, 134
responsivity of, 134
traveling-wave, 141
photodiode
p–i–n, 138
p–n, 137
waveguide, 141
photoelastic effect, 343
photon lifetime, 107
photoresist, 102
piezoelectric transducer, 313
pigtails, 118, 416
planar lightwave circuit, 155, 292, 316, 342, 343, 346, 353, 355, 376
Planck’s formula, 79
PMD, see dispersion
compensation of, 197, 317–320
first-order, 45
pulse broadening induced by, 45
second-order, 45
PMD parameter, 45, 449, 455
point-to-point links, 183–185
WDM, 331–334
Poisson statistics, 156, 167
polarization multiplexing, 272, 445
polarization scrambling, 271, 333, 467, 503
polarization-mismatch effects, 502
polarization-mode dispersion, see dispersion
polarization-multilevel coding, 450
population inversion, 79–81, 93, 256
population-inversion factor, 230
postcompensation technique, 313
power booster, 231, 263
power budget, 192–193, 384
power penalty
chirp-induced, 210
dispersion-induced, 204, 504
extinction ratio, 169
feedback-induced, 215
filter-induced, 363
FWM-induced, 372
heterodyne-detection, 481
intensity-noise, 170
LO-noise, 500
modal-noise, 202
mode-partition noise, 206–208
phase-noise, 498
Raman-induced, 368
Rayleigh-induced, 248
RIN-induced, 170, 500
router-induced, 365
sources of, 202–217
timing-jitter, 173
XPM-induced, 372
preamplifier, 149, 151, 241, 261–264
prechirp technique, 281–283
preform, 68, 70
principal states of polarization, 317
pulse
chirped, 47, 211, 267, 281, 307, 414
gain-switched, 416
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Introduction

A communication system transmits information from one place to another, whether separated by a few kilometers or by transoceanic distances. Information is often carried by an electromagnetic carrier wave whose frequency can vary from a few megahertz to several hundred terahertz. Optical communication systems use high carrier frequencies (~100 THz) in the visible or near-infrared region of the electromagnetic spectrum. They are sometimes called lightwave systems to distinguish them from microwave systems, whose carrier frequency is typically smaller by five orders of magnitude (~1 GHz). Fiber-optic communication systems are lightwave systems that employ optical fibers for information transmission. Such systems have been deployed worldwide since 1980 and have indeed revolutionized the technology behind telecommunications. Indeed, the lightwave technology, together with microelectronics, is believed to be a major factor in the advent of the “information age.” The objective of this book is to describe fiber-optic communication systems in a comprehensive manner. The emphasis is on the fundamental aspects, but the engineering issues are also discussed. The purpose of this introductory chapter is to present the basic concepts and to provide the background material. Section 1.1 gives a historical perspective on the development of optical communication systems. In Section 1.2 we cover concepts such as analog and digital signals, channel multiplexing, and modulation formats. Relative merits of guided and unguided optical communication systems are discussed in Section 1.3. The last section focuses on the building blocks of a fiber-optic communication system.

1.1 Historical Perspective

The use of light for communication purposes dates back to antiquity if we interpret optical communications in a broad sense [1]. Most civilizations have used mirrors, fire beacons, or smoke signals to convey a single piece of information (such as victory in a war). Essentially the same idea was used up to the end of the eighteenth century through signaling lamps, flags, and other semaphore devices. The idea was extended further, following a suggestion of Claude Chappe in 1792, to transmit mechanically
coded messages over long distances (~100 km) by the use of intermediate relay stations [2], acting as *regenerators* or *repeaters* in the modern-day language. Figure 1.1 shows the basic idea schematically. The first such “optical telegraph” was put in service between Paris and Lille (two French cities about 200 km apart) in July 1794. By 1830, the network had expanded throughout Europe [1]. The role of light in such systems was simply to make the coded signals visible so that they could be intercepted by the relay stations. The opto-mechanical communication systems of the nineteenth century were inherently slow. In modern-day terminology, the effective bit rate of such systems was less than 1 bit per second \( B < 1 \text{ b/s} \).

### 1.1.1 Need for Fiber-Optic Communications

The advent of telegraphy in the 1830s replaced the use of light by electricity and began the era of electrical communications [3]. The bit rate \( B \) could be increased to ~10 b/s by the use of new coding techniques, such as the *Morse code*. The use of intermediate relay stations allowed communication over long distances (~1000 km). Indeed, the first successful transatlantic telegraph cable went into operation in 1866. Telegraphy used essentially a digital scheme through two electrical pulses of different durations (dots and dashes of the Morse code). The invention of the telephone in 1876 brought a major change inasmuch as electric signals were transmitted in analog form through a continuously varying electric current [4]. Analog electrical techniques were to dominate communication systems for a century or so.

The development of worldwide telephone networks during the twentieth century led to many advances in the design of electrical communication systems. The use of coaxial cables in place of wire pairs increased system capacity considerably. The first coaxial-cable system, put into service in 1940, was a 3-MHz system capable of transmitting 300 voice channels or a single television channel. The bandwidth of such systems is limited by the frequency-dependent cable losses, which increase rapidly for frequencies beyond 10 MHz. This limitation led to the development of microwave communication systems in which an electromagnetic carrier wave with frequencies in
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The range of 1–10 GHz is used to transmit the signal by using suitable modulation techniques.

The first microwave system operating at the carrier frequency of 4 GHz was put into service in 1948. Since then, both coaxial and microwave systems have evolved considerably and are able to operate at bit rates ~100 Mbit/s. The most advanced coaxial system was put into service in 1975 and operated at a bit rate of 274 Mbit/s. A severe drawback of such high-speed coaxial systems is their small repeater spacing (~1 km), which makes the system relatively expensive to operate. Microwave communication systems generally allow for a larger repeater spacing, but their bit rate is also limited by the carrier frequency of such waves. A commonly used figure of merit for communication systems is the bit rate–distance product, $BL$, where $B$ is the bit rate and $L$ is the repeater spacing. Figure 1.2 shows how the $BL$ product has increased through technological advances during the last century and a half. Communication systems with $BL \sim 100$ (Mbit/s)-km were available by 1970 and were limited to such values because of fundamental limitations.

It was realized during the second half of the twentieth century that an increase of several orders of magnitude in the $BL$ product would be possible if optical waves were used as the carrier. However, neither a coherent optical source nor a suitable transmission medium was available during the 1950s. The invention of the laser and its demonstration in 1960 solved the first problem [5]. Attention was then focused on finding ways for using laser light for optical communications. Many ideas were
advanced during the 1960s [6], the most noteworthy being the idea of light confinement using a sequence of gas lenses [7].

It was suggested in 1966 that optical fibers might be the best choice [8], as they are capable of guiding the light in a manner similar to the guiding of electrons in copper wires. The main problem was the high losses of optical fibers—fibers available during the 1960s had losses in excess of 1000 dB/km. A breakthrough occurred in 1970 when fiber losses could be reduced to below 20 dB/km in the wavelength region near 1 μm [9]. At about the same time, GaAs semiconductor lasers, operating continuously at room temperature, were demonstrated [10]. The simultaneous availability of compact optical sources and a low-loss optical fibers led to a worldwide effort for developing fiber-optic communication systems [11]. Figure 1.3 shows the increase in the capacity of lightwave systems realized after 1980 through several generations of development. As seen there, the commercial deployment of lightwave systems followed the research and development phase closely. The progress has indeed been rapid as evident from an increase in the bit rate by a factor of 100,000 over a period of less than 25 years. Transmission distances have also increased from 10 to 10,000 km over the same time period. As a result, the bit rate–distance product of modern lightwave systems can exceed by a factor of $10^7$ compared with the first-generation lightwave systems.

1.1.2 Evolution of Lightwave Systems

The research phase of fiber-optic communication systems started around 1975. The enormous progress realized over the 25-year period extending from 1975 to 2000 can be grouped into several distinct generations. Figure 1.4 shows the increase in the $BL$ product over this time period as quantified through various laboratory experiments [12]. The straight line corresponds to a doubling of the $BL$ product every year. In every
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Figure 1.4: Increase in the $BL$ product over the period 1975 to 1980 through several generations of lightwave systems. Different symbols are used for successive generations. (After Ref. [12]; ©2000 IEEE; reprinted with permission.)

generation, $BL$ increases initially but then begins to saturate as the technology matures. Each new generation brings a fundamental change that helps to improve the system performance further.

The first generation of lightwave systems operated near 0.8 $\mu$m and used GaAs semiconductor lasers. After several field trials during the period 1977–79, such systems became available commercially in 1980 [13]. They operated at a bit rate of 45 Mb/s and allowed repeater spacings of up to 10 km. The larger repeater spacing compared with 1-km spacing of coaxial systems was an important motivation for system designers because it decreased the installation and maintenance costs associated with each repeater.

It was clear during the 1970s that the repeater spacing could be increased considerably by operating the lightwave system in the wavelength region near 1.3 $\mu$m, where fiber loss is below 1 dB/km. Furthermore, optical fibers exhibit minimum dispersion in this wavelength region. This realization led to a worldwide effort for the development of InGaAsP semiconductor lasers and detectors operating near 1.3 $\mu$m. The second generation of fiber-optic communication systems became available in the early 1980s, but the bit rate of early systems was limited to below 100 Mb/s because of dispersion in multimode fibers [14]. This limitation was overcome by the use of single-mode fibers. A laboratory experiment in 1981 demonstrated transmission at 2 Gb/s over 44 km of single-mode fiber [15]. The introduction of commercial systems soon followed. By 1987, second-generation lightwave systems, operating at bit rates of up to 1.7 Gb/s with a repeater spacing of about 50 km, were commercially available.

The repeater spacing of the second-generation lightwave systems was limited by the fiber losses at the operating wavelength of 1.3 $\mu$m (typically 0.5 dB/km). Losses
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of silica fibers become minimum near 1.55 μm. Indeed, a 0.2-dB/km loss was realized in 1979 in this spectral region [16]. However, the introduction of third-generation lightwave systems operating at 1.55 μm was considerably delayed by a large fiber dispersion near 1.55 μm. Conventional InGaAsP semiconductor lasers could not be used because of pulse spreading occurring as a result of simultaneous oscillation of several longitudinal modes. The dispersion problem can be overcome either by using dispersion-shifted fibers designed to have minimum dispersion near 1.55 μm or by limiting the laser spectrum to a single longitudinal mode. Both approaches were followed during the 1980s. By 1985, laboratory experiments indicated the possibility of transmitting information at bit rates of up to 4 Gb/s over distances in excess of 100 km [17]. Third-generation lightwave systems operating at 2.5 Gb/s became available commercially in 1990. Such systems are capable of operating at a bit rate of up to 10 Gb/s [18]. The best performance is achieved using dispersion-shifted fibers in combination with lasers oscillating in a single longitudinal mode.

A drawback of third-generation 1.55-μm systems is that the signal is regenerated periodically by using electronic repeaters spaced apart typically by 60–70 km. The repeater spacing can be increased by making use of a homodyne or heterodyne detection scheme because its use improves receiver sensitivity. Such systems are referred to as coherent lightwave systems. Coherent systems were under development worldwide during the 1980s, and their potential benefits were demonstrated in many system experiments [19]. However, commercial introduction of such systems was postponed with the advent of erbium-doped fiber amplifiers in 1989.

The fourth generation of lightwave systems makes use of optical amplification for increasing the repeater spacing and of wavelength-division multiplexing (WDM) for increasing the bit rate. As evident from different slopes in Fig. 1.3 before and after 1992, the advent of the WDM technique started a revolution that resulted in doubling of the system capacity every 6 months or so and led to lightwave systems operating at a bit rate of 10 Tb/s by 2001. In most WDM systems, fiber losses are compensated periodically using erbium-doped fiber amplifiers spaced 60–80 km apart. Such amplifiers were developed after 1985 and became available commercially by 1990. A 1991 experiment showed the possibility of data transmission over 21,000 km at 2.5 Gb/s, and over 14,300 km at 5 Gb/s, using a recirculating-loop configuration [20]. This performance indicated that an amplifier-based, all-optical, submarine transmission system was feasible for intercontinental communication. By 1996, not only transmission over 11,300 km at a bit rate of 5 Gb/s had been demonstrated by using actual submarine cables [21], but commercial transatlantic and transpacific cable systems also became available. Since then, a large number of submarine lightwave systems have been deployed worldwide.

Figure 1.5 shows the international network of submarine systems around 2000 [22]. The 27,000-km fiber-optic link around the globe (known as FLAG) became operational in 1998, linking many Asian and European countries [23]. Another major lightwave system, known as Africa One, was operating by 2000; it circles the African continent and covers a total transmission distance of about 35,000 km [24]. Several WDM systems were deployed across the Atlantic and Pacific oceans during 1998–2001 in response to the Internet-induced increase in the data traffic; they have increased the total capacity by orders of magnitudes. A truly global network covering 250,000 km with a
capacity of 2.56 Tb/s (64 WDM channels at 10 Gb/s over 4 fiber pairs) is scheduled to be operational in 2002 [25]. Clearly, the fourth-generation systems have revolutionized the whole field of fiber-optic communications.

The current emphasis of WDM lightwave systems is on increasing the system capacity by transmitting more and more channels through the WDM technique. With increasing WDM signal bandwidth, it is often not possible to amplify all channels using a single amplifier. As a result, new kinds of amplification schemes are being explored for covering the spectral region extending from 1.45 to 1.62 μm. This approach led in 2000 to a 3.28-Tb/s experiment in which 82 channels, each operating at 40 Gb/s, were transmitted over 3000 km, resulting in a BL product of almost 10,000 (Tb/s)-km. Within a year, the system capacity could be increased to nearly 11 Tb/s (273 WDM channels, each operating at 40 Gb/s) but the transmission distance was limited to 117 km [26]. In another record experiment, 300 channels, each operating at 11.6 Gb/s, were transmitted over 7380 km, resulting in a BL product of more than 25,000 (Tb/s)-km [27]. Commercial terrestrial systems with the capacity of 1.6 Tb/s were available by the end of 2000, and the plans were underway to extend the capacity toward 6.4 Tb/s. Given that the first-generation systems had a capacity of 45 Mb/s in 1980, it is remarkable that the capacity has jumped by a factor of more than 10,000 over a period of 20 years.

The fifth generation of fiber-optic communication systems is concerned with extending the wavelength range over which a WDM system can operate simultaneously. The conventional wavelength window, known as the C band, covers the wavelength range 1.53–1.57 μm. It is being extended on both the long- and short-wavelength sides, resulting in the L and S bands, respectively. The Raman amplification technique can be used for signals in all three wavelength bands. Moreover, a new kind of fiber, known as the dry fiber has been developed with the property that fiber losses are small over the entire wavelength region extending from 1.30 to 1.65 μm [28]. Availability of such fibers and new amplification schemes may lead to lightwave systems with thousands of WDM channels.

The fifth-generation systems also attempt to increase the bit rate of each channel
within the WDM signal. Starting in 2000, many experiments used channels operating at 40 Gb/s; migration toward 160 Gb/s is also likely in the future. Such systems require an extremely careful management of fiber dispersion. An interesting approach is based on the concept of optical solitons—pulses that preserve their shape during propagation in a lossless fiber by counteracting the effect of dispersion through the fiber nonlinearity. Although the basic idea was proposed [29] as early as 1973, it was only in 1988 that a laboratory experiment demonstrated the feasibility of data transmission over 4000 km by compensating the fiber loss through Raman amplification [30]. Erbium-doped fiber amplifiers were used for soliton amplification starting in 1989. Since then, many system experiments have demonstrated the eventual potential of soliton communication systems. By 1994, solitons were transmitted over 35,000 km at 10 Gb/s and over 24,000 km at 15 Gb/s [31]. Starting in 1996, the WDM technique was also used for solitons in combination with dispersion management. In a 2000 experiment, up to 27 WDM channels, each operating at 20 Gb/s, were transmitted over 9000 km using a hybrid amplification scheme [32].

Even though the fiber-optic communication technology is barely 25 years old, it has progressed rapidly and has reached a certain stage of maturity. This is also apparent from the publication of a large number of books on optical communications and WDM networks since 1995 [33]–[55]. This third edition of a book, first published in 1992, is intended to present an up-to-date account of fiber-optic communications systems with emphasis on recent developments.

1.2 Basic Concepts

This section introduces a few basic concepts common to all communication systems. We begin with a description of analog and digital signals and describe how an analog signal can be converted into digital form. We then consider time- and frequency-division multiplexing of input signals, and conclude with a discussion of various modulation formats.

1.2.1 Analog and Digital Signals

In any communication system, information to be transmitted is generally available as an electrical signal that may take analog or digital form [56]. In the analog case, the signal (e.g., electric current) varies continuously with time, as shown schematically in Fig. 1.6(a). Familiar examples include audio and video signals resulting when a microphone converts voice or a video camera converts an image into an electrical signal. By contrast, the digital signal takes only a few discrete values. In the binary representation of a digital signal only two values are possible. The simplest case of a binary digital signal is one in which the electric current is either on or off, as shown in Fig. 1.6(b). These two possibilities are called “bit 1” and “bit 0” (bit is a contracted form of binary digit). Each bit lasts for a certain period of time $T_B$, known as the bit period or bit slot. Since each bit of information is conveyed in a time interval $T_B$, the bit rate $B$, defined as the number of bits per second, is simply $B = T_B^{-1}$. A well-known example of digital signals is provided by computer data. Each letter of the alphabet together with
other common symbols (decimal numerals, punctuation marks, etc.) is assigned a code number (ASCII code) in the range 0–127 whose binary representation corresponds to a 7-bit digital signal. The original ASCII code has been extended to represent 256 characters transmitted through 8-bit bytes. Both analog and digital signals are characterized by their bandwidth, which is a measure of the spectral contents of the signal. The signal bandwidth represents the range of frequencies contained within the signal and is determined mathematically through its Fourier transform.

An analog signal can be converted into digital form by sampling it at regular intervals of time [56]. Figure 1.7 shows the conversion method schematically. The sampling rate is determined by the bandwidth \( \Delta f \) of the analog signal. According to the sampling theorem [57]–[59], a bandwidth-limited signal can be fully represented by discrete samples, without any loss of information, provided that the sampling frequency \( f_s \) satisfies the Nyquist criterion [60], \( f_s \geq 2\Delta f \). The first step consists of sampling the analog signal at the right frequency. The sampled values can take any value in the range \( 0 \leq A \leq A_{\text{max}} \), where \( A_{\text{max}} \) is the maximum amplitude of the given analog signal. Let us assume that \( A_{\text{max}} \) is divided into \( M \) discrete (not necessarily equally spaced) intervals. Each sampled value is quantized to correspond to one of these discrete values. Clearly, this procedure leads to additional noise, known as quantization noise, which adds to the noise already present in the analog signal.

The effect of quantization noise can be minimized by choosing the number of discrete levels such that \( M > A_{\text{max}}/A_N \), where \( A_N \) is the root-mean-square noise amplitude of the analog signal. The ratio \( A_{\text{max}}/A_N \) is called the dynamic range and is related to
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Figure 1.7: Three steps of (a) sampling, (b) quantization, and (c) coding required for converting an analog signal into a binary digital signal.

the signal-to-noise ratio (SNR) by the relation

\[ \text{SNR} = 20 \log_{10}(A_{\text{max}}/A_N), \]  

(1.2.1)

where SNR is expressed in decibel (dB) units. Any ratio \( R \) can be converted into decibels by using the general definition \( 10 \log_{10} R \) (see Appendix A). Equation (1.2.1) contains a factor of 20 in place of 10 simply because the SNR for electrical signals is defined with respect to the electrical power, whereas \( A \) is related to the electric current (or voltage).

The quantized sampled values can be converted into digital format by using a suitable conversion technique. In one scheme, known as pulse-position modulation, pulse position within the bit slot is a measure of the sampled value. In another, known as pulse-duration modulation, the pulse width is varied from bit to bit in accordance with the sampled value. These techniques are rarely used in practical optical communication systems, since it is difficult to maintain the pulse position or pulse width to high accuracy during propagation inside the fiber. The technique used almost universally, known as pulse-code modulation (PCM), is based on a binary scheme in which information is conveyed by the absence or the presence of pulses that are otherwise identical. A binary code is used to convert each sampled value into a string of 1 and 0 bits. The
number of bits \( m \) needed to code each sample is related to the number of quantized signal levels \( M \) by the relation

\[
M = 2^m \quad \text{or} \quad m = \log_2 M.
\]  

(1.2.2)

The bit rate associated with the PCM digital signal is thus given by

\[
B = mf_s \geq (2Af) \log_2 M,
\]

(1.2.3)

where the Nyquist criterion, \( f_s \geq 2Af \), was used. By noting that \( M > A_{\text{max}}/A_N \) and using Eq. (1.2.1) together with \( \log_2 10 \approx 3.33 \),

\[
B > (Af/3) \text{SNR},
\]

(1.2.4)

where the SNR is expressed in decibel (dB) units.

Equation (1.2.4) provides the minimum bit rate required for digital representation of an analog signal of bandwidth \( \Delta f \) and a specific SNR. When SNR > 30 dB, the required bit rate exceeds \( 10(\Delta f) \), indicating a considerable increase in the bandwidth requirements of digital signals. Despite this increase, the digital format is almost always used for optical communication systems. This choice is made because of the superior performance of digital transmission systems. Lightwave systems offer such an enormous increase in the system capacity (by a factor \( \sim 10^5 \)) compared with microwave systems that some bandwidth can be traded for improved performance.

As an illustration of Eq. (1.2.4), consider the digital conversion of an audio signal generated in a telephone. The analog audio signal contains frequencies in the range 0.3–3.4 kHz with a bandwidth \( \Delta f = 3.1 \) kHz and has a SNR of about 30 dB. Equation (1.2.4) indicates that \( B > 31 \) kb/s. In practice, a digital audio channel operates at 64 kb/s. The analog signal is sampled at intervals of 125 \( \mu \)s (sampling rate \( f_s = 8 \) kHz), and each sample is represented by 8 bits. The required bit rate for a digital video signal is higher by more than a factor of 1000. The analog television signal has a bandwidth \( \sim 4 \) MHz with a SNR of about 50 dB. The minimum bit rate from Eq. (1.2.4) is 66 Mb/s. In practice, a digital video signal requires a bit rate of 100 Mb/s or more unless it is compressed by using a standard format (such as MPEG-2).

### 1.2.2 Channel Multiplexing

As seen in the preceding discussion, a digital voice channel operates at 64 kb/s. Most fiber-optic communication systems are capable of transmitting at a rate of more than 1 Gb/s. To utilize the system capacity fully, it is necessary to transmit many channels simultaneously through multiplexing. This can be accomplished through time-division multiplexing (TDM) or frequency-division multiplexing (FDM). In the case of TDM, bits associated with different channels are interleaved in the time domain to form a composite bit stream. For example, the bit slot is about 15 \( \mu \)s for a single voice channel operating at 64 kb/s. Five such channels can be multiplexed through TDM if the bit streams of successive channels are delayed by 3 \( \mu \)s. Figure 1.8(a) shows the resulting bit stream schematically at a composite bit rate of 320 kb/s.

In the case of FDM, the channels are spaced apart in the frequency domain. Each channel is carried by its own carrier wave. The carrier frequencies are spaced more than
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Figure 1.8: (a) Time-division multiplexing of five digital voice channels operating at 64 kb/s; (b) frequency-division multiplexing of three analog signals.

the channel bandwidth so that the channel spectra do not overlap, as seen Fig. 1.8(b). FDM is suitable for both analog and digital signals and is used in broadcasting of radio and television channels. TDM is readily implemented for digital signals and is commonly used for telecommunication networks. It is important to realize that TDM and FDM can be implemented in both the electrical and optical domains; optical FDM is often referred to as WDM. Chapter 8 is devoted to optical-domain multiplexing techniques. This section covers electrical TDM, which is employed universally to multiplex a large number of voice channels into a single electrical bit stream.

The concept of TDM has been used to form digital hierarchies. In North America and Japan, the first level corresponds to multiplexing of 24 voice channels with a composite bit rate of 1.544 Mb/s (hierarchy DS-1), whereas in Europe 30 voice channels are multiplexed, resulting in a composite bit rate of 2.048 Mb/s. The bit rate of the multiplexed signal is slightly larger than the simple product of 64 kb/s with the number of channels because of extra control bits that are added for separating (demultiplexing) the channels at the receiver end. The second-level hierarchy is obtained by multiplexing 4 DS-1 TDM channels. This results in a bit rate of 6.312 Mb/s (hierarchy DS-2) for North America or Japan and 8.448 Mb/s for Europe. This procedure is continued to obtain higher-level hierarchies. For example, at the fifth level of hierarchy, the bit rate becomes 565 Mb/s for Europe and 396 Mb/s for Japan.
Table 1.1 SONET/SDH bit rates

<table>
<thead>
<tr>
<th>SONET</th>
<th>SDH</th>
<th>B (Mb/s)</th>
<th>Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>OC-1</td>
<td></td>
<td>51.84</td>
<td>672</td>
</tr>
<tr>
<td>OC-3</td>
<td>STM-1</td>
<td>155.52</td>
<td>2,016</td>
</tr>
<tr>
<td>OC-12</td>
<td>STM-4</td>
<td>622.08</td>
<td>8,064</td>
</tr>
<tr>
<td>OC-48</td>
<td>STM-16</td>
<td>2,488.32</td>
<td>32,256</td>
</tr>
<tr>
<td>OC-192</td>
<td>STM-64</td>
<td>9,953.28</td>
<td>129,024</td>
</tr>
<tr>
<td>OC-768</td>
<td>STM-256</td>
<td>39,813.12</td>
<td>516,096</td>
</tr>
</tbody>
</table>

The lack of an international standard in the telecommunication industry during the 1980s led to the advent of a new standard, first called the *synchronous optical network* (SONET) and later termed the *synchronous digital hierarchy* or SDH [61]–[63]. It defines a synchronous frame structure for transmitting TDM digital signals. The basic building block of the SONET has a bit rate of 51.84 Mb/s. The corresponding optical signal is referred to as OC-1, where OC stands for optical carrier. The basic building block of the SDH has a bit rate of 155.52 Mb/s and is referred to as STM-1, where STM stands for a *synchronous transport module*. A useful feature of the SONET and SDH is that higher levels have a bit rate that is an exact multiple of the basic bit rate. Table 1.1 lists the correspondence between SONET and SDH bit rates for several levels. The SDH provides an international standard that appears to be well adopted. Indeed, lightwave systems operating at the STM-64 level \((B \approx 10 \text{ Gb/s})\) are available since 1996 [18]. Commercial STM-256 (OC-768) systems operating near 40 Gb/s became available by 2002.

### 1.2.3 Modulation Formats

The first step in the design of an optical communication system is to decide how the electrical signal would be converted into an optical bit stream. Normally, the output of an optical source such as a semiconductor laser is modulated by applying the electrical signal either directly to the optical source or to an external modulator. There are two choices for the modulation format of the resulting optical bit stream. These are shown in Fig. 1.9 and are known as the *return-to-zero* (RZ) and *nonreturn-to-zero* (NRZ) formats. In the RZ format, each optical pulse representing bit 1 is shorter than the bit slot, and its amplitude returns to zero before the bit duration is over. In the NRZ format, the optical pulse remains on throughout the bit slot and its amplitude does not drop to zero between two or more successive 1 bits. As a result, pulse width varies depending on the bit pattern, whereas it remains the same in the case of RZ format. An advantage of the NRZ format is that the bandwidth associated with the bit stream is smaller than that of the RZ format by about a factor of 2 simply because on-off transitions occur fewer times. However, its use requires tighter control of the pulse width and may lead to bit-pattern-dependent effects if the optical pulse spreads during transmission. The NRZ format is often used in practice because of a smaller signal bandwidth associated with it.
The use of the RZ format in the optical domain began to attract attention around 1999 after it was found that its use may help the design of high-capacity lightwave systems \[64\]–\[66\]. An example of the RZ format is provided by the dispersion-managed soliton systems where a chirped pulse propagates inside the fiber link in a periodic fashion, and the average dispersion is used to counteract the buildup of the nonlinear effects \[67\]. In an interesting variant of the RZ format, known as the chirped RZ (or CRZ) format, optical pulses in each bit slot are chirped before they are launched into the fiber link but the system is operated in a quasi-linear regime \[68\]. In other schemes, modulation formats well known in the field of microwave communications are applied to the optical domain. Such formats are known as carrier-suppressed RZ (CSRZ), single-sideband, or vestigial-sideband formats \[59\]. Such RZ formats benefit from a reduced bandwidth compared to the standard RZ format.

An important issue is related to the choice of the physical variable that is modulated to encode the data on the optical carrier. The optical carrier wave before modulation is of the form

\[
E(t) = \hat{e}A \cos(\omega_0 t + \phi),
\]

where \(E\) is the electric field vector, \(\hat{e}\) is the polarization unit vector, \(A\) is the amplitude, \(\omega_0\) is the carrier frequency, and \(\phi\) is the phase. The spatial dependence of \(E\) is suppressed for simplicity of notation. One may choose to modulate the amplitude \(A\), the frequency \(\omega_0\), or the phase \(\phi\). In the case of analog modulation, the three modulation choices are known as amplitude modulation (AM), frequency modulation (FM), and phase modulation (PM). The same modulation techniques can be applied in the digital case and are called amplitude-shift keying (ASK), frequency-shift keying (FSK), and...
1.3 Optical Communication Systems

As mentioned earlier, optical communication systems differ in principle from microwave systems only in the frequency range of the carrier wave used to carry the information. The optical carrier frequencies are typically ~200 THz, in contrast with the microwave carrier frequencies (~1 GHz). An increase in the information capacity of optical communication systems by a factor of up to 10,000 is expected simply because of such high carrier frequencies used for lightwave systems. This increase can be understood by noting that the bandwidth of the modulated carrier can be up to a few percent of the carrier frequency. Taking, for illustration, 1% as the limiting value, optical communication systems have the potential of carrying information at bit rates ~1 Tb/s. It is this enormous potential bandwidth of optical communication systems that is the driving force behind the worldwide development and deployment of lightwave systems. Current state-of-the-art systems operate at bit rates ~10 Gb/s, indicating that there is considerable room for improvement.

Figure 1.10 shows a generic block diagram of an optical communication system. It consists of a transmitter, a communication channel, and a receiver, the three elements common to all communication systems. Optical communication systems can be classified into two broad categories: guided and unguided. As the name implies, in the case of guided lightwave systems, the optical beam emitted by the transmitter remains spatially confined. This is realized in practice by using optical fibers, as discussed in Chapter 2. Since all guided optical communication systems currently use optical fibers, the commonly used term for them is fiber-optic communication systems. The term lightwave system is also sometimes used for fiber-optic communication systems, although it should generally include both guided and unguided systems.

In the case of unguided optical communication systems, the optical beam emitted by the transmitter spreads in space, similar to the spreading of microwaves. However, unguided optical systems are less suitable for broadcasting applications than microwave systems because optical beams spread mainly in the forward direction (as a result of their short wavelength). Their use generally requires accurate pointing between the transmitter and the receiver. In the case of terrestrial propagation, the signal in un-
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guided systems can deteriorate considerably by scattering within the atmosphere. This problem, of course, disappears in free-space communications above the earth atmosphere (e.g., intersatellite communications). Although free-space optical communication systems are needed for certain applications and have been studied extensively [69], most terrestrial applications make use of fiber-optic communication systems. This book does not consider unguided optical communication systems.

The application of optical fiber communications is in general possible in any area that requires transfer of information from one place to another. However, fiber-optic communication systems have been developed mostly for telecommunications applications. This is understandable in view of the existing worldwide telephone networks which are used to transmit not only voice signals but also computer data and fax messages. The telecommunication applications can be broadly classified into two categories, long-haul and short-haul, depending on whether the optical signal is transmitted over relatively long or short distances compared with typical intercity distances (~100 km). Long-haul telecommunication systems require high-capacity trunk lines and benefit most by the use of fiber-optic lightwave systems. Indeed, the technology behind optical fiber communication is often driven by long-haul applications. Each successive generation of lightwave systems is capable of operating at higher bit rates and over longer distances. Periodic regeneration of the optical signal by using repeaters is still required for most long-haul systems. However, more than an order-of-magnitude increase in both the repeater spacing and the bit rate compared with those of coaxial systems has made the use of lightwave systems very attractive for long-haul applications. Furthermore, transmission distances of thousands of kilometers can be realized by using optical amplifiers. As shown in Fig. 1.5, a large number of transoceanic lightwave systems have already been installed to create an international fiber-optic network.

Short-haul telecommunication applications cover intracity and local-loop traffic. Such systems typically operate at low bit rates over distances of less than 10 km. The use of single-channel lightwave systems for such applications is not very cost-effective, and multichannel networks with multiple services should be considered. The concept of a broadband integrated-services digital network requires a high-capacity communication system capable of carrying multiple services. The asynchronous transfer mode (ATM) technology also demands high bandwidths. Only fiber-optic communication systems are likely to meet such wideband distribution requirements. Multichannel lightwave systems and their applications in local-area networks are discussed in Chapter 8.

1.4 Lightwave System Components

The generic block diagram of Fig. 1.10 applies to a fiber-optic communication system, the only difference being that the communication channel is an optical fiber cable. The other two components, the optical transmitter and the optical receiver, are designed to meet the needs of such a specific communication channel. In this section we discuss the general issues related to the role of optical fiber as a communication channel and to the design of transmitters and receivers. The objective is to provide an introductory overview, as the three components are discussed in detail in Chapters 2–4.
1.4. LIGHTWAVE SYSTEM COMPONENTS

1.4.1 Optical Fibers as a Communication Channel

The role of a communication channel is to transport the optical signal from transmitter to receiver without distorting it. Most lightwave systems use optical fibers as the communication channel because silica fibers can transmit light with losses as small as 0.2 dB/km. Even then, optical power reduces to only 1% after 100 km. For this reason, fiber losses remain an important design issue and determines the repeater or amplifier spacing of a long-haul lightwave system. Another important design issue is fiber dispersion, which leads to broadening of individual optical pulses with propagation. If optical pulses spread significantly outside their allocated bit slot, the transmitted signal is severely degraded. Eventually, it becomes impossible to recover the original signal with high accuracy. The problem is most severe in the case of multimode fibers, since pulses spread rapidly (typically at a rate of ~10 ns/km) because of different speeds associated with different fiber modes. It is for this reason that most optical communication systems use single-mode fibers. Material dispersion (related to the frequency dependence of the refractive index) still leads to pulse broadening (typically <0.1 ns/km), but it is small enough to be acceptable for most applications and can be reduced further by controlling the spectral width of the optical source. Nevertheless, as discussed in Chapter 2, material dispersion sets the ultimate limit on the bit rate and the transmission distance of fiber-optic communication systems.

1.4.2 Optical Transmitters

The role of an optical transmitter is to convert the electrical signal into optical form and to launch the resulting optical signal into the optical fiber. Figure 1.11 shows the block diagram of an optical transmitter. It consists of an optical source, a modulator, and a channel coupler. Semiconductor lasers or light-emitting diodes are used as optical sources because of their compatibility with the optical-fiber communication channel; both are discussed in detail in Chapter 3. The optical signal is generated by modulating the optical carrier wave. Although an external modulator is sometimes used, it can be dispensed with in some cases, since the output of a semiconductor optical source can be modulated directly by varying the injection current. Such a scheme simplifies the transmitter design and is generally cost-effective. The coupler is typically a mi-
croplens that focuses the optical signal onto the entrance plane of an optical fiber with the maximum possible efficiency.

The launched power is an important design parameter. One can increase the amplifier (or repeater) spacing by increasing it, but the onset of various nonlinear effects limits how much the input power can be increased. The launched power is often expressed in “dBm” units with 1 mW as the reference level. The general definition is (see Appendix A)

\[
\text{power (dBm)} = 10 \log_{10} \left( \frac{\text{power}}{1 \text{ mW}} \right). \tag{1.4.1}
\]

Thus, 1 mW is 0 dBm, but 1 µW corresponds to −30 dBm. The launched power is rather low (< −10 dBm) for light-emitting diodes but semiconductor lasers can launch powers ~ 10 dBm. As light-emitting diodes are also limited in their modulation capabilities, most lightwave systems use semiconductor lasers as optical sources. The bit rate of optical transmitters is often limited by electronics rather than by the semiconductor laser itself. With proper design, optical transmitters can be made to operate at a bit rate of up to 40 Gb/s. Chapter 3 is devoted to a complete description of optical transmitters.

1.4.3 Optical Receivers

An optical receiver converts the optical signal received at the output end of the optical fiber back into the original electrical signal. Figure 1.12 shows the block diagram of an optical receiver. It consists of a coupler, a photodetector, and a demodulator. The coupler focuses the received optical signal onto the photodetector. Semiconductor photodiodes are used as photodetectors because of their compatibility with the whole system; they are discussed in Chapter 4. The design of the demodulator depends on the modulation format used by the lightwave system. The use of FSK and PSK formats generally requires heterodyne or homodyne demodulation techniques discussed in Chapter 10. Most lightwave systems employ a scheme referred to as “intensity modulation with direct detection” (IM/DD). Demodulation in this case is done by a decision circuit that identifies bits as 1 or 0, depending on the amplitude of the electric signal. The accuracy of the decision circuit depends on the SNR of the electrical signal generated at the photodetector.
The performance of a digital lightwave system is characterized through the bit-error rate (BER). Although the BER can be defined as the number of errors made per second, such a definition makes the BER bit-rate dependent. It is customary to define the BER as the average probability of incorrect bit identification. Therefore, a BER of $10^{-6}$ corresponds to on average one error per million bits. Most lightwave systems specify a BER of $10^{-9}$ as the operating requirement; some even require a BER as small as $10^{-14}$. The error-correction codes are sometimes used to improve the raw BER of a lightwave systems.

An important parameter for any receiver is the receiver sensitivity. It is usually defined as the minimum average optical power required to realize a BER of $10^{-9}$. Receiver sensitivity depends on the SNR, which in turn depends on various noise sources that corrupt the signal received. Even for a perfect receiver, some noise is introduced by the process of photodetection itself. This is referred to as the quantum noise or the shot noise, as it has its origin in the particle nature of electrons. Optical receivers operating at the shot-noise limit are called quantum-noise-limited receivers. Practical receivers operate at the quantum-noise limit because of the presence of several other noise sources. Some of the noise sources such as thermal noise are internal to the receiver. Others originate at the transmitter or during propagation along the fiber link. For instance, any amplification of the optical signal along the transmission line with the help of optical amplifiers introduces the so-called amplifier noise that has its origin in the fundamental process of spontaneous emission. Chromatic dispersion in optical fibers can add additional noise through phenomena such as intersymbol interference and mode-partition noise. The receiver sensitivity is determined by the cumulative effect of all possible noise mechanisms that degrade the SNR at the decision circuit. In general, it also depends on the bit rate as the contribution of some noise sources (e.g., shot noise) increases in proportion to the signal bandwidth. Chapter 4 is devoted to noise and sensitivity issues of optical receivers by considering the SNR and the BER in digital lightwave systems.

**Problems**

1.1 Calculate the carrier frequency for optical communication systems operating at 0.88, 1.3, and 1.55 µm. What is the photon energy (in eV) in each case?

1.2 Calculate the transmission distance over which the optical power will attenuate by a factor of 10 for three fibers with losses of 0.2, 20, and 2000 dB/km. Assuming that the optical power decreases as $\exp(-\alpha L)$, calculate $\alpha$ (in cm$^{-1}$) for the three fibers.

1.3 Assume that a digital communication system can be operated at a bit rate of up to 1% of the carrier frequency. How many audio channels at 64 kb/s can be transmitted over a microwave carrier at 5 GHz and an optical carrier at 1.55 µm?

1.4 A 1-hour lecture script is stored on the computer hard disk in the ASCII format. Estimate the total number of bits assuming a delivery rate of 200 words per minute and an average 5 letters per word. How long will it take to transmit the script at a bit rate of 1 Gb/s?
1.5 A 1.55-μm digital communication system operating at 1 Gb/s receives an average power of −40 dBm at the detector. Assuming that 1 and 0 bits are equally likely to occur, calculate the number of photons received within each 1 bit.

1.6 An analog voice signal that can vary over the range 0–50 mA is digitized by sampling it at 8 kHz. The first four sample values are 10, 21, 36, and 16 mA. Write the corresponding digital signal (a string of 1 and 0 bits) by using a 4-bit representation for each sample.

1.7 Sketch the variation of optical power with time for a digital NRZ bit stream 010111101110 by assuming a bit rate of 2.5 Gb/s. What is the duration of the shortest and widest optical pulse?

1.8 A 1.55-μm fiber-optic communication system is transmitting digital signals over 100 km at 2 Gb/s. The transmitter launches 2 mW of average power into the fiber cable, having a net loss of 0.3 dB/km. How many photons are incident on the receiver during a single 1 bit? Assume that 0 bits carry no power, while 1 bits are in the form of a rectangular pulse occupying the entire bit slot (NRZ format).

1.9 A 0.8-μm optical receiver needs at least 1000 photons to detect the 1 bits accurately. What is the maximum possible length of the fiber link for a 100-Mb/s optical communication system designed to transmit −10 dBm of average power? The fiber loss is 2 dB/km at 0.8 μm. Assume the NRZ format and a rectangular pulse shape.

1.10 A 1.3-μm optical transmitter is used to obtain a digital bit stream at a bit rate of 2 Gb/s. Calculate the number of photons contained in a single 1 bit when the average power emitted by the transmitter is 4 mW. Assume that the 0 bits carry no energy.
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Chapter 2

Optical Fibers

The phenomenon of total internal reflection, responsible for guiding of light in optical fibers, has been known since 1854 [1]. Although glass fibers were made in the 1920s [2]–[4], their use became practical only in the 1950s, when the use of a cladding layer led to considerable improvement in their guiding characteristics [5]–[7]. Before 1970, optical fibers were used mainly for medical imaging over short distances [8]. Their use for communication purposes was considered impractical because of high losses (~1000 dB/km). However, the situation changed drastically in 1970 when, following an earlier suggestion [9], the loss of optical fibers was reduced to below 20 dB/km [10]. Further progress resulted by 1979 in a loss of only 0.2 dB/km near the 1.55-μm spectral region [11]. The availability of low-loss fibers led to a revolution in the field of lightwave technology and started the era of fiber-optic communications. Several books devoted entirely to optical fibers cover numerous advances made in their design and understanding [12]–[21]. This chapter focuses on the role of optical fibers as a communication channel in lightwave systems. In Section 2.1 we use geometrical-optics description to explain the guiding mechanism and introduce the related basic concepts. Maxwell’s equations are used in Section 2.2 to describe wave propagation in optical fibers. The origin of fiber dispersion is discussed in Section 2.3, and Section 2.4 considers limitations on the bit rate and the transmission distance imposed by fiber dispersion. The loss mechanisms in optical fibers are discussed in Section 2.5, and Section 2.6 is devoted to a discussion of the nonlinear effects. The last section covers manufacturing details and includes a discussion of the design of fiber cables.

2.1 Geometrical-Optics Description

In its simplest form an optical fiber consists of a cylindrical core of silica glass surrounded by a cladding whose refractive index is lower than that of the core. Because of an abrupt index change at the core-cladding interface, such fibers are called step-index fibers. In a different type of fiber, known as graded-index fiber, the refractive index decreases gradually inside the core. Figure 2.1 shows schematically the index profile and the cross section for the two kinds of fibers. Considerable insight in the guiding
properties of optical fibers can be gained by using a ray picture based on geometrical optics [22]. The geometrical-optics description, although approximate, is valid when the core radius $a$ is much larger than the light wavelength $\lambda$. When the two become comparable, it is necessary to use the wave-propagation theory of Section 2.2.

2.1.1 Step-Index Fibers

Consider the geometry of Fig. 2.2, where a ray making an angle $\theta_i$ with the fiber axis is incident at the core center. Because of refraction at the fiber-air interface, the ray bends toward the normal. The angle $\theta_r$ of the refracted ray is given by [22]

$$n_0 \sin \theta_i = n_1 \sin \theta_r,$$

(2.1.1)

where $n_1$ and $n_0$ are the refractive indices of the fiber core and air, respectively. The refracted ray hits the core-cladding interface and is refracted again. However, refraction is possible only for an angle of incidence $\phi$ such that $\sin \phi < n_2/n_1$. For angles larger than a critical angle $\phi_c$, defined by [22]

$$\sin \phi_c = n_2/n_1,$$

(2.1.2)

where $n_2$ is the cladding index, the ray experiences total internal reflection at the core-cladding interface. Since such reflections occur throughout the fiber length, all rays with $\phi > \phi_c$ remain confined to the fiber core. This is the basic mechanism behind light confinement in optical fibers.
2.1. GEOMETRICAL-OPTICS DESCRIPTION

Figure 2.2: Light confinement through total internal reflection in step-index fibers. Rays for which \( \phi < \phi_c \) are refracted out of the core.

One can use Eqs. (2.1.1) and (2.1.2) to find the maximum angle that the incident ray should make with the fiber axis to remain confined inside the core. Noting that \( \theta_r = \pi/2 - \phi_0 \) for such a ray and substituting it in Eq. (2.1.1), we obtain

\[
n_0 \sin \theta_i = n_1 \cos \phi_c = (n_1^2 - n_2^2)^{1/2}.
\]

(2.1.3)

In analogy with lenses, \( n_0 \sin \theta_i \) is known as the numerical aperture (NA) of the fiber. It represents the light-gathering capacity of an optical fiber. For \( n_1 \approx n_2 \) the NA can be approximated by

\[
NA = n_1 (2\Delta)^{1/2}, \quad \Delta = (n_1 - n_2)/n_1,
\]

(2.1.4)

where \( \Delta \) is the fractional index change at the core-cladding interface. Clearly, \( \Delta \) should be made as large as possible in order to couple maximum light into the fiber. However, such fibers are not useful for the purpose of optical communications because of a phenomenon known as multipath dispersion or modal dispersion (the concept of fiber modes is introduced in Section 2.2).

Multipath dispersion can be understood by referring to Fig. 2.2, where different rays travel along paths of different lengths. As a result, these rays disperse in time at the output end of the fiber even if they were coincident at the input end and traveled at the same speed inside the fiber. A short pulse (called an impulse) would broaden considerably as a result of different path lengths. One can estimate the extent of pulse broadening simply by considering the shortest and longest ray paths. The shortest path occurs for \( \theta_i = 0 \) and is just equal to the fiber length \( L \). The longest path occurs for \( \theta_i \) given by Eq. (2.1.3) and has a length \( L/\sin \phi_c \). By taking the velocity of propagation \( v = c/n_1 \), the time delay is given by

\[
\Delta T = \frac{n_1}{c} \left( \frac{L}{\sin \phi_c} - L \right) = \frac{L n_1^2}{c n_2} \Delta.
\]

(2.1.5)

The time delay between the two rays taking the shortest and longest paths is a measure of broadening experienced by an impulse launched at the fiber input.

We can relate \( \Delta T \) to the information-carrying capacity of the fiber measured through the bit rate \( B \). Although a precise relation between \( B \) and \( \Delta T \) depends on many details,
such as the pulse shape, it is clear intuitively that $\Delta T$ should be less than the allocated bit slot ($T_B = 1/B$). Thus, an order-of-magnitude estimate of the bit rate is obtained from the condition $B\Delta T < 1$. By using Eq. (2.1.5) we obtain

$$BL < \frac{n_2 c}{n_1^2 \Delta}.$$  \hfill (2.1.6)

This condition provides a rough estimate of a fundamental limitation of step-index fibers. As an illustration, consider an unclad glass fiber with $n_1 = 1.5$ and $n_2 = 1$. The bit rate-distance product of such a fiber is limited to quite small values since $BL < 0.4$ (Mb/s)-km. Considerable improvement occurs for cladded fibers with a small index step. Most fibers for communication applications are designed with $\Delta < 0.01$. As an example, $BL < 100$ (Mb/s)-km for $\Delta = 2 \times 10^{-3}$. Such fibers can communicate data at a bit rate of 10 Mb/s over distances up to 10 km and may be suitable for some local-area networks.

Two remarks are in order concerning the validity of Eq. (2.1.6). First, it is obtained by considering only rays that pass through the fiber axis after each total internal reflection. Such rays are called *meridional rays*. In general, the fiber also supports *skew rays*, which travel at angles oblique to the fiber axis. Skew rays scatter out of the core at bends and irregularities and are not expected to contribute significantly to Eq. (2.1.6). Second, even the oblique meridional rays suffer higher losses than paraxial meridional rays because of scattering. Equation (2.1.6) provides a conservative estimate since all rays are treated equally. The effect of intermodal dispersion can be considerably reduced by using graded-index fibers, which are discussed in the next subsection. It can be eliminated entirely by using the single-mode fibers discussed in Section 2.2.

### 2.1.2 Graded-Index Fibers

The refractive index of the core in graded-index fibers is not constant but decreases gradually from its maximum value $n_1$ at the core center to its minimum value $n_2$ at the core-cladding interface. Most graded-index fibers are designed to have a nearly quadratic decrease and are analyzed by using $\alpha$-profile, given by

$$n(p) = \begin{cases} n_1 [1 - \Delta (p/a)^\alpha]; & p < a, \\ n_1 (1 - \Delta) = n_2 ; & p \geq a, \end{cases} \hfill (2.1.7)$$

where $a$ is the core radius. The parameter $\alpha$ determines the index profile. A step-index profile is approached in the limit of large $\alpha$. A *parabolic-index fiber* corresponds to $\alpha = 2$.

It is easy to understand qualitatively why intermodal or multipath dispersion is reduced for graded-index fibers. Figure 2.3 shows schematically paths for three different rays. Similar to the case of step-index fibers, the path is longer for more oblique rays. However, the ray velocity changes along the path because of variations in the refractive index. More specifically, the ray propagating along the fiber axis takes the shortest path but travels most slowly as the index is largest along this path. Oblique rays have a large part of their path in a medium of lower refractive index, where they travel faster. It is therefore possible for all rays to arrive together at the fiber output by a suitable choice of the refractive-index profile.
Geometrical optics can be used to show that a parabolic-index profile leads to nondispersive pulse propagation within the paraxial approximation. The trajectory of a paraxial ray is obtained by solving \[ \frac{d^2 \rho}{dz^2} = \frac{1}{n} \frac{dn}{d\rho} \] where \( \rho \) is the radial distance of the ray from the axis. By using Eq. (2.1.7) for \( \rho < a \) with \( \alpha = 2 \), Eq. (2.1.8) reduces to an equation of harmonic oscillator and has the general solution \[ \rho = \rho_0 \cos(\rho z) + (\rho_0'/\rho) \sin(\rho z), \] \[ \rho = \rho_0 \cos(\rho z) + (\rho_0'/\rho) \sin(\rho z), \] where \( \rho = (2\Delta/a^2)^{1/2} \) and \( \rho_0 \) and \( \rho_0'/\rho \) are the position and the direction of the input ray, respectively. Equation (2.1.9) shows that all rays recover their initial positions and directions at distances \( z = 2m \pi / \rho \), where \( m \) is an integer (see Fig. 2.3). Such a complete restoration of the input implies that a parabolic-index fiber does not exhibit intermodal dispersion.

The conclusion above holds only within the paraxial and the geometrical-optics approximations, both of which must be relaxed for practical fibers. Intermodal dispersion in graded-index fibers has been studied extensively by using wave-propagation techniques [13]-[15]. The quantity \( \Delta T / L \), where \( \Delta T \) is the maximum multipath delay in a fiber of length \( L \), is found to vary considerably with \( \alpha \). Figure 2.4 shows this variation for \( n_1 = 1.5 \) and \( \Delta = 0.01 \). The minimum dispersion occurs for \( \alpha = 2(1 - \Delta) \) and depends on \( \Delta \) as [23]

\[ \Delta T / L = n_1 \Delta^2 / 8c. \] \[ \Delta T / L = n_1 \Delta^2 / 8c. \]

The limiting bit rate–distance product is obtained by using the criterion \( \Delta T < 1/B \) and is given by

\[ BL < 8c / n_1 \Delta^2. \] \[ BL < 8c / n_1 \Delta^2. \]

The right scale in Fig. 2.4 shows the \( BL \) product as a function of \( \alpha \). Graded-index fibers with a suitably optimized index profile can communicate data at a bit rate of 100 Mb/s over distances up to 100 km. The \( BL \) product of such fibers is improved by nearly three orders of magnitude over that of step-index fibers. Indeed, the first generation
of lightwave systems used graded-index fibers. Further improvement is possible only by using single-mode fibers whose core radius is comparable to the light wavelength. Geometrical optics cannot be used for such fibers.

Although graded-index fibers are rarely used for long-haul links, the use of graded-index plastic optical fibers for data-link applications has attracted considerable attention during the 1990s [24]–[29]. Such fibers have a relatively large core, resulting in a high numerical aperture and high coupling efficiency but they exhibit high losses (typically exceeding 50 dB/km). The BL product of plastic fibers, however, exceeds 2 (Gb/s)-km because of a graded-index profile [24]. As a result, they can be used to transmit data at bit rates > 1 Gb/s over short distances of 1 km or less. In a 1996 demonstration, a 10-Gb/s signal was transmitted over 0.5 km with a bit-error rate of less than $10^{-11}$ [26]. Graded-index plastic optical fibers provide an ideal solution for transferring data among computers and are becoming increasingly important for Ethernet applications requiring bit rates in excess of 1 Gb/s.

## 2.2 Wave Propagation

In this section we consider propagation of light in step-index fibers by using Maxwell’s equations for electromagnetic waves. These equations are introduced in Section 2.2.1. The concept of fiber modes is discussed in Section 2.2.2, where the fiber is shown to support a finite number of guided modes. Section 2.2.3 focuses on how a step-index fiber can be designed to support only a single mode and discusses the properties of single-mode fibers.
2.2. WAVE PROPAGATION

2.2.1 Maxwell’s Equations

Like all electromagnetic phenomena, propagation of optical fields in fibers is governed by Maxwell’s equations. For a nonconducting medium without free charges, these equations take the form [30] (in SI units; see Appendix A)

\[
\begin{align*}
\nabla \times \mathbf{E} &= -\frac{\partial \mathbf{B}}{\partial t}, \\
\nabla \times \mathbf{H} &= \frac{\partial \mathbf{D}}{\partial t}, \\
\n\nabla \cdot \mathbf{D} &= 0, \\
\n\nabla \cdot \mathbf{B} &= 0,
\end{align*}
\] (2.2.1)-(2.2.4)

where \( \mathbf{E} \) and \( \mathbf{H} \) are the electric and magnetic field vectors, respectively, and \( \mathbf{D} \) and \( \mathbf{B} \) are the corresponding flux densities. The flux densities are related to the field vectors by the constitutive relations [30]

\[
\begin{align*}
\mathbf{D} &= \varepsilon_0 \mathbf{E} + \mathbf{P}, \\
\mathbf{B} &= \mu_0 \mathbf{H} + \mathbf{M},
\end{align*}
\] (2.2.5)-(2.2.6)

where \( \varepsilon_0 \) is the vacuum permittivity, \( \mu_0 \) is the vacuum permeability, and \( \mathbf{P} \) and \( \mathbf{M} \) are the induced electric and magnetic polarizations, respectively. For optical fibers \( \mathbf{M} = 0 \) because of the nonmagnetic nature of silica glass.

Evaluation of the electric polarization \( \mathbf{P} \) requires a microscopic quantum-mechanical approach. Although such an approach is essential when the optical frequency is near a medium resonance, a phenomenological relation between \( \mathbf{P} \) and \( \mathbf{E} \) can be used far from medium resonances. This is the case for optical fibers in the wavelength region 0.5–2 \( \mu \text{m} \), a range that covers the low-loss region of optical fibers that is of interest for fiber-optic communication systems. In general, the relation between \( \mathbf{P} \) and \( \mathbf{E} \) can be nonlinear. Although the nonlinear effects in optical fibers are of considerable interest [31] and are covered in Section 2.6, they can be ignored in a discussion of fiber modes. \( \mathbf{P} \) is then related to \( \mathbf{E} \) by the relation

\[
\mathbf{P}(\mathbf{r},t) = \varepsilon_0 \int_{-\infty}^{\infty} \chi(\mathbf{r},t-t') \mathbf{E}(\mathbf{r},t') dt'.
\] (2.2.7)

Linear susceptibility \( \chi \) is, in general, a second-rank tensor but reduces to a scalar for an isotropic medium such as silica glass. Optical fibers become slightly birefringent because of unintentional variations in the core shape or in local strain; such birefringent effects are considered in Section 2.2.3. Equation (2.2.7) assumes a spatially local response. However, it includes the delayed nature of the temporal response, a feature that has important implications for optical fiber communications through chromatic dispersion.

Equations (2.2.1)-(2.2.7) provide a general formalism for studying wave propagation in optical fibers. In practice, it is convenient to use a single field variable \( \mathbf{E} \). By taking the curl of Eq. (2.2.1) and using Eqs. (2.2.2), (2.2.5), and (2.2.6), we obtain the wave equation

\[
\nabla \times \nabla \times \mathbf{E} = -\frac{1}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} - \mu_0 \frac{\partial^2 \mathbf{P}}{\partial t^2},
\] (2.2.8)
where the speed of light in vacuum is defined as usual by \( c = (\mu_0 \varepsilon_0)^{-1/2} \). By introducing the Fourier transform of \( \mathbf{E}(\mathbf{r}, t) \) through the relation

\[
\tilde{\mathbf{E}}(\mathbf{r}, \omega) = \int_{-\infty}^{\infty} \mathbf{E}(\mathbf{r}, t) \exp(i\omega t) \, dt,
\]

(2.2.9)
as well as a similar relation for \( \mathbf{P}(\mathbf{r}, t) \), and by using Eq. (2.2.7), Eq. (2.2.8) can be written in the frequency domain as

\[
\nabla \times \nabla \times \tilde{\mathbf{E}} = -\varepsilon(\mathbf{r}, \omega)(\omega^2/c^2)\tilde{\mathbf{E}},
\]

(2.2.10)
where the frequency-dependent dielectric constant is defined as

\[
\varepsilon(\mathbf{r}, \omega) = 1 + \tilde{\varepsilon}(\mathbf{r}, \omega),
\]

(2.2.11)
and \( \tilde{\varepsilon}(\mathbf{r}, \omega) \) is the Fourier transform of \( \varepsilon(\mathbf{r}, t) \). In general, \( \varepsilon(\mathbf{r}, \omega) \) is complex. Its real and imaginary parts are related to the refractive index \( n \) and the absorption coefficient \( \alpha \) by the definition

\[
\varepsilon = (n + i\alpha c/2\omega)^2.
\]

(2.2.12)
By using Eqs. (2.2.11) and (2.2.12), \( n \) and \( \alpha \) are related to \( \tilde{\varepsilon} \) as

\[
n = (1 + \text{Re} \tilde{\varepsilon})^{1/2},
\]

(2.2.13)
\[
\alpha = (\omega/c) \text{Im} \tilde{\varepsilon},
\]

(2.2.14)
where \( \text{Re} \) and \( \text{Im} \) stand for the real and imaginary parts, respectively. Both \( n \) and \( \alpha \) are frequency dependent. The frequency dependence of \( n \) is referred to as chromatic dispersion or simply as material dispersion. In Section 2.3, fiber dispersion is shown to limit the performance of fiber-optic communication systems in a fundamental way.

Two further simplifications can be made before solving Eq. (2.2.10). First, \( \varepsilon \) can be taken to be real and replaced by \( n^2 \) because of low optical losses in silica fibers. Second, since \( n(\mathbf{r}, \omega) \) is independent of the spatial coordinate \( \mathbf{r} \) in both the core and the cladding of a step-index fiber, one can use the identity

\[
\nabla \times \nabla \times \tilde{\mathbf{E}} \equiv \nabla(\nabla \cdot \tilde{\mathbf{E}}) - \nabla^2 \tilde{\mathbf{E}} = -\nabla^2 \tilde{\mathbf{E}},
\]

(2.2.15)
where we used Eq. (2.2.3) and the relation \( \tilde{\mathbf{D}} = e\tilde{\mathbf{E}} \) to set \( \nabla \cdot \tilde{\mathbf{E}} = 0 \). This simplification is made even for graded-index fibers. Equation (2.2.15) then holds approximately as long as the index changes occur over a length scale much longer than the wavelength. By using Eq. (2.2.15) in Eq. (2.2.10), we obtain

\[
\nabla^2 \tilde{\mathbf{E}} + n^2(\omega)k_0^2\tilde{\mathbf{E}} = 0,
\]

(2.2.16)
where the free-space wave number \( k_0 \) is defined as

\[
k_0 = \omega/c = 2\pi/\lambda,
\]

(2.2.17)
and \( \lambda \) is the vacuum wavelength of the optical field oscillating at the frequency \( \omega \). Equation (2.2.16) is solved next to obtain the optical modes of step-index fibers.
2.2 WAVE PROPAGATION

2.2.2 Fiber Modes

The concept of the mode is a general concept in optics occurring also, for example, in the theory of lasers. An optical mode refers to a specific solution of the wave equation (2.2.16) that satisfies the appropriate boundary conditions and has the property that its spatial distribution does not change with propagation. The fiber modes can be classified as guided modes, leaky modes, and radiation modes [14]. As one might expect, signal transmission in fiber-optic communication systems takes place through the guided modes only. The following discussion focuses exclusively on the guided modes of a step-index fiber.

To take advantage of the cylindrical symmetry, Eq. (2.2.16) is written in the cylindrical coordinates \( \rho, \phi, \) and \( z \) as

\[
\frac{\partial^2 E_z}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial E_z}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2 E_z}{\partial \phi^2} + \frac{\partial^2 E_z}{\partial z^2} + n^2 k_0^2 E_z = 0,
\]

(2.2.18)

where for a step-index fiber of core radius \( a \), the refractive index \( n \) is of the form

\[
\begin{align*}
\text{for } \rho < a: & \quad n_1, \\
\text{for } \rho > a: & \quad n_2.
\end{align*}
\]

(2.2.19)

For simplicity of notation, the tilde over \( \tilde{E} \) has been dropped and the frequency dependence of all variables is implicitly understood. Equation (2.2.18) is written for the axial component \( E_z \) of the electric field vector. Similar equations can be written for the other five components of \( E \) and \( H \). However, it is not necessary to solve all six equations since only two components out of six are independent. It is customary to choose \( E_z \) and \( H_z \) as the independent components and obtain \( E_\rho, E_\phi, H_\rho, \) and \( H_\phi \) in terms of them. Equation (2.2.18) is easily solved by using the method of separation of variables and writing \( E_z \) as

\[
E_z(\rho, \phi, z) = F(\rho)\Phi(\phi)Z(z).
\]

(2.2.20)

By using Eq. (2.2.20) in Eq. (2.2.18), we obtain the three ordinary differential equations:

\[
\frac{d^2 Z}{dz^2} + \beta^2 Z = 0,
\]

(2.2.21)

\[
\frac{d^2 \Phi}{d\phi^2} + m^2 \Phi = 0,
\]

(2.2.22)

\[
\frac{d^2 F}{d\rho^2} + \frac{1}{\rho} \frac{d F}{d \rho} + \left( n^2 k_0^2 - \beta^2 - \frac{m^2}{\rho^2} \right) F = 0.
\]

(2.2.23)

Equation (2.2.21) has a solution of the form \( Z = \exp(i\beta z) \), where \( \beta \) has the physical significance of the propagation constant. Similarly, Eq. (2.2.22) has a solution \( \Phi = \exp(im\phi) \), but the constant \( m \) is restricted to take only integer values since the field must be periodic in \( \phi \) with a period of \( 2\pi \).

Equation (2.2.23) is the well-known differential equation satisfied by the Bessel functions [32]. Its general solution in the core and cladding regions can be written as

\[
F(\rho) = \begin{cases} 
A J_m(\rho \rho) + A' Y_m(\rho \rho); & \rho \leq a, \\
C K_m(\rho \rho) + C' I_m(\rho \rho); & \rho > a,
\end{cases}
\]

(2.2.24)
where $A, A', C,$ and $C'$ are constants and $J_m, Y_m, K_m,$ and $I_m$ are different kinds of Bessel functions [32]. The parameters $p$ and $q$ are defined by

$$
p^2 = n_1^2 k_0^2 - \beta^2, \quad \text{(2.2.25)}$$
$$q^2 = \beta^2 - n_2^2 k_0^2. \quad \text{(2.2.26)}$$

Considerable simplification occurs when we use the boundary condition that the optical field for a guided mode should be finite at $\rho = 0$ and decay to zero at $\rho = \infty$. Since $Y_m(p\rho)$ has a singularity at $\rho = 0$, $F(0)$ can remain finite only if $A' = 0$. Similarly $F(p)$ vanishes at infinity only if $C' = 0$. The general solution of Eq. (2.2.18) is thus of the form

$$E_z = \begin{cases}AJ_m(p\rho) \exp(\im\phi) \exp(\im \beta z); & \rho \leq a, \\
CK_m(q\rho) \exp(\im \phi) \exp(\im \beta z); & \rho > a. \end{cases} \quad \text{(2.2.27)}$$

The same method can be used to obtain $H_z$ which also satisfies Eq. (2.2.18). Indeed, the solution is the same but with different constants $B$ and $D$, that is,

$$H_z = \begin{cases}BJ_m(p\rho) \exp(\im \phi) \exp(\im \beta z); & \rho \leq a, \\
DK_m(q\rho) \exp(\im \phi) \exp(\im \beta z); & \rho > a. \end{cases} \quad \text{(2.2.28)}$$

The other four components $E_\rho, E_\phi, H_\rho,$ and $H_\phi$ can be expressed in terms of $E_z$ and $H_z$ by using Maxwell’s equations. In the core region, we obtain

$$E_\rho = \frac{i}{p^2} \left( \beta \frac{\partial E_z}{\partial \rho} + \mu_0 \frac{\partial H_z}{\partial \phi} \right), \quad \text{(2.2.29)}$$
$$E_\phi = \frac{i}{p^2} \left( \beta \frac{\partial E_z}{\partial \phi} - \mu_0 \frac{\partial H_z}{\partial \rho} \right), \quad \text{(2.2.30)}$$
$$H_\rho = \frac{i}{p^2} \left( \beta \frac{\partial H_z}{\partial \rho} - \epsilon_0 \mu_0 \frac{\partial E_z}{\partial \phi} \right), \quad \text{(2.2.31)}$$
$$H_\phi = \frac{i}{p^2} \left( \beta \frac{\partial H_z}{\partial \phi} + \epsilon_0 \mu_0 \frac{\partial E_z}{\partial \rho} \right). \quad \text{(2.2.32)}$$

These equations can be used in the cladding region after replacing $p^2$ by $-q^2$.

Equations (2.2.27)-(2.2.32) express the electromagnetic field in the core and cladding regions of an optical fiber in terms of four constants $A, B, C,$ and $D$. These constants are determined by applying the boundary condition that the tangential components of $\mathbf{E}$ and $\mathbf{H}$ be continuous across the core–cladding interface. By requiring the continuity of $E_z, H_z, E_\phi,$ and $H_\phi$ at $\rho = a$, we obtain a set of four homogeneous equations satisfied by $A, B, C,$ and $D$ [19]. These equations have a nontrivial solution only if the determinant of the coefficient matrix vanishes. After considerable algebraic details, this condition leads us to the following eigenvalue equation [19]–[21]:

$$
\begin{bmatrix}
J_m(pa) & K_m(qa) \\
pJ_m(pa) & qK_m(qa)
\end{bmatrix}
\begin{bmatrix}
J_m(pa) & n_2^2 K_m(qa) \\
pJ_m(pa) & n_1^2 qK_m(qa)
\end{bmatrix}
= \frac{n_1^2}{a^2} \left( \frac{1}{p^2} + \frac{1}{q^2} \right) \left( \frac{1}{p^2} + \frac{n_2^2}{n_1^2} \frac{1}{q^2} \right), \quad \text{(2.2.33)}
$$
where a prime indicates differentiation with respect to the argument.

For a given set of the parameters \(k_0, a, n_1, \) and \(n_2,\) the eigenvalue equation (2.2.33) can be solved numerically to determine the propagation constant \(\beta.\) In general, it may have multiple solutions for each integer value of \(m.\) It is customary to enumerate these solutions in descending numerical order and denote them by \(\beta_{mn}\) for a given \(m\) \((n = 1, 2, \ldots).\) Each value \(\beta_{mn}\) corresponds to one possible mode of propagation of the optical field whose spatial distribution is obtained from Eqs. (2.2.27)-(2.2.32). Since the field distribution does not change with propagation except for a phase factor and satisfies all boundary conditions, it is an optical mode of the fiber. In general, both \(E_z\) and \(H_z\) are nonzero (except for \(m = 0\)), in contrast with the planar waveguides, for which one of them can be taken to be zero. Fiber modes are therefore referred to as hybrid modes and are denoted by \(HE_{mn}\) or \(EH_{mn},\) depending on whether \(H_z\) or \(E_z\) dominates. In the special case \(m = 0,\) \(HE_{0n}\) and \(EH_{0n}\) are also denoted by \(TE_{0n}\) and \(TM_{0n},\) respectively, since they correspond to transverse-electric \((E_z = 0)\) and transverse-magnetic \((H_z = 0)\) modes of propagation. A different notation \(LP_{mn}\) is sometimes used for weakly guiding fibers [33] for which both \(E_z\) and \(H_z\) are nearly zero \((LP\) stands for linearly polarized modes).

A mode is uniquely determined by its propagation constant \(\beta.\) It is useful to introduce a quantity \(\tilde{n} = \beta/k_0,\) called the mode index or effective index and having the physical significance that each fiber mode propagates with an effective refractive index \(\tilde{n}\) whose value lies in the range \(n_1 > \tilde{n} > n_2.\) A mode ceases to be guided when \(\tilde{n} \leq n_2.\) This can be understood by noting that the optical field of guided modes decays exponentially inside the cladding layer since [32]

\[
K_m(qp) = (\pi/2qp)^{1/2}\exp(-qp) \quad \text{for} \quad qp \gg 1.
\]

(2.2.34)

When \(\tilde{n} \leq n_2, q^2 \leq 0\) from Eq. (2.2.26) and the exponential decay does not occur. The mode is said to reach cutoff when \(q\) becomes zero or when \(\tilde{n} = n_2.\) From Eq. (2.2.25),

\[
p = k_0(n_1^2 - n_2^2)^{1/2} \quad \text{when} \quad q = 0.
\]

A parameter that plays an important role in determining the cutoff condition is defined as

\[
V = k_0(n_1^2 - n_2^2)^{1/2} = (2\pi/\lambda)a_1\sqrt{2\Delta}.
\]

(2.2.35)

It is called the normalized frequency \((V \sim \omega)\) or simply the \(V\) parameter. It is also useful to introduce a normalized propagation constant \(b\) as

\[
b = \frac{\beta/k_0 - n_2}{n_1 - n_2} = \frac{\tilde{n} - n_2}{n_1 - n_2}.
\]

(2.2.36)

Figure 2.5 shows a plot of \(b\) as a function of \(V\) for a few low-order fiber modes obtained by solving the eigenvalue equation (2.2.33). A fiber with a large value of \(V\) supports many modes. A rough estimate of the number of modes for such a multimode fiber is given by \(V^2/2\) [23]. For example, a typical multimode fiber with \(a = 25 \mu m\) and \(\Delta = 5 \times 10^{-3}\) has \(V \approx 18\) at \(\lambda = 1.3 \mu m\) and would support about 162 modes. However, the number of modes decreases rapidly as \(V\) is reduced. As seen in Fig. 2.5, a fiber with \(V = 5\) supports seven modes. Below a certain value of \(V\) all modes except the \(HE_{11}\) mode reach cutoff. Such fibers support a single mode and are called single-mode fibers. The properties of single-mode fibers are described next.
2.2.3 Single-Mode Fibers

Single-mode fibers support only the HE\textsubscript{11} mode, also known as the fundamental mode of the fiber. The fiber is designed such that all higher-order modes are cut off at the operating wavelength. As seen in Fig. 2.5, the $V$ parameter determines the number of modes supported by a fiber. The cutoff condition of various modes is also determined by $V$. The fundamental mode has no cutoff and is always supported by a fiber.

**Single-Mode Condition**

The *single-mode condition* is determined by the value of $V$ at which the TE\textsubscript{01} and TM\textsubscript{01} modes reach cutoff (see Fig. 2.5). The eigenvalue equations for these two modes can be obtained by setting $m = 0$ in Eq. (2.2.33) and are given by

$$pJ_0(pa)K'_0(qa) + qJ_0(pa)K_0(qa) = 0, \quad (2.2.37)$$

$$pn^2J_0(pa)K'_0(qa) + qn^2J_0(pa)K_0(qa) = 0. \quad (2.2.38)$$

A mode reaches cutoff when $q = 0$. Since $pa = V$ when $q = 0$, the cutoff condition for both modes is simply given by $J_0(V) = 0$. The smallest value of $V$ for which $J_0(V) = 0$ is 2.405. A fiber designed such that $V < 2.405$ supports only the fundamental HE\textsubscript{11} mode. This is the single-mode condition.
We can use Eq. (2.2.35) to estimate the core radius of single-mode fibers used in lightwave systems. For the operating wavelength range 1.3–1.6 μm, the fiber is generally designed to become single mode for λ > 1.2 μm. By taking λ = 1.2 μm, n₁ = 1.45, and Δ = 5 × 10⁻³, Eq. (2.2.35) shows that V < 2.405 for a core radius a < 3.2 μm. The required core radius can be increased to about 4 μm by decreasing Δ to 3 × 10⁻³. Indeed, most telecommunication fibers are designed with a ≈ 4 μm.

The mode index ɨ at the operating wavelength can be obtained by using Eq. (2.2.36), according to which

\[ ɨ = n₂ + b(n₁ - n₂) \approx n₂(1 + bΔ) \]  \hspace{1cm} (2.2.39)

and by using Fig. 2.5, which provides b as a function of V for the HE₁₁ mode. An analytic approximation for Z? is [15]

\[ b(V) \approx (1.1428 - 0.9960/V)^2 \]  \hspace{1cm} (2.2.40)

and is accurate to within 0.2% for V in the range 1.5–2.5.

The field distribution of the fundamental mode is obtained by using Eqs. (2.2.27)–(2.2.32). The axial components E₀ and H₀ are quite small for Δ ≪ 1. Hence, the HE₁₁ mode is approximately linearly polarized for weakly guiding fibers. It is also denoted as LP₀₁, following an alternative terminology in which all fiber modes are assumed to be linearly polarized [33]. One of the transverse components can be taken as zero for a linearly polarized mode. If we set E₀ = 0, the Eᵦ component of the electric field for the HE₁₁ mode is given by [15]

\[ Eᵦ = E₀ \left\{ \begin{array}{ll}
\frac{J₀(ρp)}{J₀(ρ₀)} \exp(iβz) & : ρ ≤ a, \\
\frac{K₀(ρ₀)}{K₀(ρ₀)} \exp(iβz) & : ρ > a,
\end{array} \right. \]  \hspace{1cm} (2.2.41)

where E₀ is a constant related to the power carried by the mode. The dominant component of the corresponding magnetic field is given by H₀ = n₂(μ₀/μ₀)x. This mode is linearly polarized along the x axis. The same fiber supports another mode linearly polarized along the y axis. In this sense a single-mode fiber actually supports two orthogonally polarized modes that are degenerate and have the same mode index.

Fiber Birefringence

The degenerate nature of the orthogonally polarized modes holds only for an ideal single-mode fiber with a perfectly cylindrical core of uniform diameter. Real fibers exhibit considerable variation in the shape of their core along the fiber length. They may also experience nonuniform stress such that the cylindrical symmetry of the fiber is broken. Degeneracy between the orthogonally polarized fiber modes is removed because of these factors, and the fiber acquires birefringence. The degree of modal birefringence is defined by

\[ B_m = |\bar{n}_x - \bar{n}_y|, \]  \hspace{1cm} (2.2.42)

where \( \bar{n}_x \) and \( \bar{n}_y \) are the mode indices for the orthogonally polarized fiber modes. Birefringence leads to a periodic power exchange between the two polarization components. The period, referred to as the beat length, is given by

\[ L_B = \lambda / B_m. \]  \hspace{1cm} (2.2.43)
Typically, $B_m \sim 10^{-7}$, and $L_B \sim 10 \text{ m}$ for $\lambda \sim 1 \mu\text{m}$. From a physical viewpoint, linearly polarized light remains linearly polarized only when it is polarized along one of the principal axes. Otherwise, its state of polarization changes along the fiber length from linear to elliptical, and then back to linear, in a periodic manner over the length $L_B$. Figure 2.6 shows schematically such a periodic change in the state of polarization for a fiber of constant birefringence $B$. The fast axis in this figure corresponds to the axis along which the mode index is smaller. The other axis is called the slow axis.

In conventional single-mode fibers, birefringence is not constant along the fiber but changes randomly, both in magnitude and direction, because of variations in the core shape (elliptical rather than circular) and the anisotropic stress acting on the core. As a result, light launched into the fiber with linear polarization quickly reaches a state of arbitrary polarization. Moreover, different frequency components of a pulse acquire different polarization states, resulting in pulse broadening. This phenomenon is called polarization-mode dispersion (PMD) and becomes a limiting factor for optical communication systems operating at high bit rates. It is possible to make fibers for which random fluctuations in the core shape and size are not the governing factor in determining the state of polarization. Such fibers are called polarization-maintaining fibers. A large amount of birefringence is introduced intentionally in these fibers through design modifications so that small random birefringence fluctuations do not affect the light polarization significantly. Typically, $B_m \sim 10^{-4}$ for such fibers.

**Spot Size**

Since the field distribution given by Eq. (2.2.41) is cumbersome to use in practice, it is often approximated by a Gaussian distribution of the form

$$E_x = A \exp\left(-\frac{p^2}{w^2}\right) \exp(i\beta z),$$

where $w$ is the field radius and is referred to as the spot size. It is determined by fitting the exact distribution to the Gaussian function or by following a variational procedure [35]. Figure 2.7 shows the dependence of $w/a$ on the $V$ parameter. A comparison
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**Figure 2.7:** (a) Normalized spot size $w/a$ as a function of the $V$ parameter obtained by fitting the fundamental fiber mode to a Gaussian distribution; (b) quality of fit for $V = 2.4$. (After Ref. [35]; ©1978 OSA; reprinted with permission.)

The quality of fit is generally quite good for values of $V$ in the neighborhood of 2. The spot size $w$ can be determined from Fig. 2.7. It can also be determined from an analytic approximation accurate to within 1% for $1.2 < V < 2.4$ and given by [35]

$$w/a \approx 0.65 + 1.619V^{-3/2} + 2.879V^{-6}.$$  \hfill (2.2.45)

The effective core area, defined as $A_{\text{eff}} = \pi w^2$, is an important parameter for optical fibers as it determines how tightly light is confined to the core. It will be seen later that the nonlinear effects are stronger in fibers with smaller values of $A_{\text{eff}}$.

The fraction of the power contained in the core can be obtained by using Eq. (2.2.44) and is given by the confinement factor

$$\Gamma = \frac{P_{\text{core}}}{P_{\text{total}}} = \frac{\int_0^a |E|^2 \rho \, dp}{\int_0^b |E|^2 \rho \, dp} = 1 - \exp \left( -\frac{2a^2}{w^2} \right).$$ \hfill (2.2.46)

Equations (2.2.45) and (2.2.46) determine the fraction of the mode power contained inside the core for a given value of $V$. Although nearly 75% of the mode power resides in the core for $V = 2$, this percentage drops down to 20% for $V = 1$. For this reason most telecommunication single-mode fibers are designed to operate in the range $2 < V < 2.4$.

### 2.3 Dispersion in Single-Mode Fibers

It was seen in Section 2.1 that intermodal dispersion in multimode fibers leads to considerable broadening of short optical pulses ($\sim 10$ ns/km). In the geometrical-optics
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description, such broadening was attributed to different paths followed by different rays. In the modal description it is related to the different mode indices (or group velocities) associated with different modes. The main advantage of single-mode fibers is that intermodal dispersion is absent simply because the energy of the injected pulse is transported by a single mode. However, pulse broadening does not disappear altogether. The group velocity associated with the fundamental mode is frequency dependent because of chromatic dispersion. As a result, different spectral components of the pulse travel at slightly different group velocities, a phenomenon referred to as group-velocity dispersion (GVD), intramodal dispersion, or simply fiber dispersion. Intramodal dispersion has two contributions, material dispersion and waveguide dispersion. We consider both of them and discuss how GVD limits the performance of lightwave systems employing single-mode fibers.

2.3.1 Group-Velocity Dispersion

Consider a single-mode fiber of length $L$. A specific spectral component at the frequency $\omega$ would arrive at the output end of the fiber after a time delay $T = L/v_g$, where $v_g$ is the group velocity, defined as

$$v_g = (d\beta/d\omega)^{-1}.$$  (2.3.1)

By using $\beta = n_0 = n\omega/c$ in Eq. (2.3.1), one can show that $v_g = c/n_g$, where $n_g$ is the group index given by

$$n_g = n + \omega(d\tilde{n}/d\omega).$$  (2.3.2)

The frequency dependence of the group velocity leads to pulse broadening simply because different spectral components of the pulse disperse during propagation and do not arrive simultaneously at the fiber output. If $\Delta \omega$ is the spectral width of the pulse, the extent of pulse broadening for a fiber of length $L$ is governed by

$$\Delta T = \frac{dT}{d\omega} \Delta \omega = \frac{d}{d\omega} \left( \frac{L}{v_g} \right) \Delta \omega = L \frac{d^2\beta}{d\omega^2} \Delta \omega = L\beta_2 \Delta \omega,$$  (2.3.3)

where Eq. (2.3.1) was used. The parameter $\beta_2 = d^2\beta/d\omega^2$ is known as the GVD parameter. It determines how much an optical pulse would broaden on propagation inside the fiber.

In some optical communication systems, the frequency spread $\Delta \omega$ is determined by the range of wavelengths $\Delta \lambda$ emitted by the optical source. It is customary to use $\Delta \lambda$ in place of $\Delta \omega$. By using $\omega = 2\pi c/\lambda$ and $\Delta \omega = (-2\pi c/\lambda^2) \Delta \lambda$, Eq. (2.3.3) can be written as

$$\Delta T = \frac{d}{d\lambda} \left( \frac{L}{v_g} \right) \Delta \lambda = D \Delta \lambda,$$  (2.3.4)

where

$$D = \frac{d}{d\lambda} \left( \frac{1}{v_g} \right) = -\frac{2\pi c}{\lambda^2} \beta_2.$$  (2.3.5)

$D$ is called the dispersion parameter and is expressed in units of ps/(km-nm).
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The effect of dispersion on the bit rate $B$ can be estimated by using the criterion $B\Delta T < 1$ in a manner similar to that used in Section 2.1. By using $\Delta T$ from Eq. (2.3.4) this condition becomes

$$BL\Delta \lambda < 1.$$  \hspace{1cm} (2.3.6)

Equation (2.3.6) provides an order-of-magnitude estimate of the $BL$ product offered by single-mode fibers. The wavelength dependence of $D$ is studied in the next two subsections. For standard silica fibers, $D$ is relatively small in the wavelength region near 1.3 $\mu$m ($D \sim 1$ ps/(km-nm)). For a semiconductor laser, the spectral width $\Delta \lambda$ is 2–4 nm even when the laser operates in several longitudinal modes. The $BL$ product of single-mode fibers can exceed 100 (Gb/s)-km. Indeed, 1.3-$\mu$m telecommunication systems typically operate at a bit rate of 2 Gb/s with a repeater spacing of 40–50 km. The $BL$ product of single-mode lasers can exceed 1 (Tb/s)-km when single-mode semiconductor lasers (see Section 3.3) are used to reduce $\Delta A$ below 1 nm.

The dispersion parameter $D$ can vary considerably when the operating wavelength is shifted from 1.3 $\mu$m. The wavelength dependence of $D$ is governed by the frequency dependence of the mode index $\tilde{n}$. From Eq. (2.3.5), $D$ can be written as

$$D = -\frac{2\pi c}{\lambda^2} \frac{d}{d\omega} \left( \frac{1}{\sqrt{\tilde{n}}(\omega)} \right) = -\frac{2\pi}{\lambda^2} \left( \frac{d\tilde{n}}{d\omega} + \omega \frac{d^2 \tilde{n}}{d\omega^2} \right),$$  \hspace{1cm} (2.3.7)

where Eq. (2.3.2) was used. If we substitute $\tilde{n}$ from Eq. (2.2.39) and use Eq. (2.2.35), $D$ can be written as the sum of two terms,

$$D = D_M + D_W,$$  \hspace{1cm} (2.3.8)

where the material dispersion $D_M$ and the waveguide dispersion $D_W$ are given by

$$D_M = -\frac{2\pi}{\lambda^2} \frac{dn_{2g}}{d\omega} = \frac{1}{c} \frac{dn_{2g}}{d\lambda},$$  \hspace{1cm} (2.3.9)

$$D_W = -\frac{2\pi \Delta}{\lambda^2} \left[ \frac{n_{2g}^2 V d(Vb)}{n_{2g} \omega dV^2} + \frac{dn_{2g} d(Vb)}{d\omega} \right].$$  \hspace{1cm} (2.3.10)

Here $n_{2g}$ is the group index of the cladding material and the parameters $V$ and $b$ are given by Eqs. (2.2.35) and (2.2.36), respectively. In obtaining Eqs. (2.3.8)–(2.3.10) the parameter $\Delta$ was assumed to be frequency independent. A third term known as differential material dispersion should be added to Eq. (2.3.8) when $d\Delta/d\omega \neq 0$. Its contribution is, however, negligible in practice.

2.3.2 Material Dispersion

Material dispersion occurs because the refractive index of silica, the material used for fiber fabrication, changes with the optical frequency $\omega$. On a fundamental level, the origin of material dispersion is related to the characteristic resonance frequencies at which the material absorbs the electromagnetic radiation. Far from the medium resonances, the refractive index $n(\omega)$ is well approximated by the Sellmeier equation [36]

$$n^2(\omega) = 1 + \sum_{j=1}^{M} \frac{B_j \omega_j^2}{\omega_j^2 - \omega^2},$$  \hspace{1cm} (2.3.11)
where \( \omega_j \) is the resonance frequency and \( B_j \) is the oscillator strength. Here \( n \) stands for \( n_1 \) or \( n_2 \), depending on whether the dispersive properties of the core or the cladding are considered. The sum in Eq. (2.3.11) extends over all material resonances that contribute in the frequency range of interest. In the case of optical fibers, the parameters \( B_j \) and \( \omega_j \) are obtained empirically by fitting the measured dispersion curves to Eq. (2.3.11) with \( M = 3 \). They depend on the amount of dopants and have been tabulated for several kinds of fibers [12]. For pure silica these parameters are found to be \( B_1 = 0.6961663 \), \( B_2 = 0.4079426 \), \( B_3 = 0.8974794 \), \( \lambda_1 = 0.0684043 \) \( \mu \)m, \( \lambda_2 = 0.1162414 \) \( \mu \)m, and \( \lambda_3 = 9.896161 \) \( \mu \)m, where \( \lambda_j = 2\pi c/\omega_j \) with \( j = 1-3 \) [36]. The group index \( n_g = n + \omega (dn/d\omega) \) can be obtained by using these parameter values.

Figure 2.8 shows the wavelength dependence of \( n \) and \( n_g \) in the range 0.5–1.6 \( \mu \)m for fused silica. Material dispersion \( D_M \) is related to the slope of \( n_g \) by the relation \( D_M = c^{-1} (dn_g/d\lambda) \) [Eq. (2.3.9)]. It turns out that \( dn_g/d\lambda = 0 \) at \( \lambda = 1.276 \) \( \mu \)m. This wavelength is referred to as the zero-dispersion wavelength \( \lambda_{ZD} \), since \( D_M = 0 \) at \( \lambda = \lambda_{ZD} \). The dispersion parameter \( D_M \) is negative below \( \lambda_{ZD} \) and becomes positive above that. In the wavelength range 1.25–1.66 \( \mu \)m it can be approximated by an empirical relation

\[
D_M \approx 122 (1 - \lambda_{ZD}/\lambda).
\]  

(2.3.12)

It should be stressed that \( \lambda_{ZD} = 1.276 \) \( \mu \)m only for pure silica. It can vary in the range 1.27–1.29 \( \mu \)m for optical fibers whose core and cladding are doped to vary the refractive index. The zero-dispersion wavelength of optical fibers also depends on the core radius \( a \) and the index step \( \Delta \) through the waveguide contribution to the total dispersion.
2.3. Waveguide Dispersion

The contribution of waveguide dispersion $D_W$ to the dispersion parameter $D$ is given by Eq. (2.3.10) and depends on the $V$ parameter of the fiber. Figure 2.9 shows how $d(Vb)/dV$ and $V[d^2(Vb)/dV^2]$ change with $V$. Since both derivatives are positive, $D_W$ is negative in the entire wavelength range 0–1.6 $\mu$m. On the other hand, $D_M$ is negative for wavelengths below $\lambda_{2D}$ and becomes positive above that. Figure 2.10 shows $D_M$, $D_W$, and their sum $D = D_M + D_W$, for a typical single-mode fiber. The main effect of waveguide dispersion is to shift $\lambda_{2D}$ by an amount 30–40 nm so that the total dispersion is zero near 1.31 $\mu$m. It also reduces $D$ from its material value $D_M$ in the wavelength range 1.3–1.6 $\mu$m that is of interest for optical communication systems. Typical values of $D$ are in the range 15–18 ps/(km-nm) near 1.55 $\mu$m. This wavelength region is of considerable interest for lightwave systems, since, as discussed in Section 2.5, the fiber loss is minimum near 1.55 $\mu$m. High values of $D$ limit the performance of 1.55-$\mu$m lightwave systems.

Since the waveguide contribution $D_W$ depends on fiber parameters such as the core radius $a$ and the index difference $\Delta$, it is possible to design the fiber such that $\lambda_{2D}$ is shifted into the vicinity of 1.55 $\mu$m [37], [38]. Such fibers are called dispersion-shifted fibers. It is also possible to tailor the waveguide contribution such that the total dispersion $D$ is relatively small over a wide wavelength range extending from 1.3 to 1.6 $\mu$m [39]–[41]. Such fibers are called dispersion-flattened fibers. Figure 2.11 shows typical examples of the wavelength dependence of $D$ for standard (conventional), dispersion-shifted, and dispersion-flattened fibers. The design of dispersion-
modified fibers involves the use of multiple cladding layers and a tailoring of the refractive-index profile [37]–[43]. Waveguide dispersion can be used to produce dispersion-decreasing fibers in which GVD decreases along the fiber length because of axial variations in the core radius. In another kind of fibers, known as the dispersion-compensating fibers, GVD is made normal and has a relatively large magnitude. Table 2.1 lists the dispersion characteristics of several commercially available fibers.

2.3.4 Higher-Order Dispersion

It appears from Eq. (2.3.6) that the \( BL \) product of a single-mode fiber can be increased indefinitely by operating at the zero-dispersion wavelength \( \lambda_{\text{ZD}} \) where \( D = 0 \). The dispersive effects, however, do not disappear completely at \( \lambda = \lambda_{\text{ZD}} \). Optical pulses still experience broadening because of higher-order dispersive effects. This feature can be understood by noting that \( D \) cannot be made zero at all wavelengths contained within the pulse spectrum centered at \( \lambda_{\text{ZD}} \). Clearly, the wavelength dependence of \( D \) will play a role in pulse broadening. Higher-order dispersive effects are governed by the dispersion slope \( S = dD/d\lambda \). The parameter \( S \) is also called a differential-dispersion parameter. By using Eq. (2.3.5) it can be written as

\[
S = (2\pi c/\lambda^2)^2 \beta_3 + (4\pi c/\lambda^3) \beta_2,
\]

where \( \beta_3 = d\beta_2/d\omega = d^2 \beta / d\omega^2 \) is the third-order dispersion parameter. At \( \lambda = \lambda_{\text{ZD}} \), \( \beta_2 = 0 \), and \( S \) is proportional to \( \beta_3 \).

The numerical value of the dispersion slope \( S \) plays an important role in the design of modern WDM systems. Since \( S > 0 \) for most fibers, different channels have slightly
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different GVD values. This feature makes it difficult to compensate dispersion for all channels simultaneously. To solve this problem, new kind of fibers have been developed for which $S$ is either small (reduced-slope fibers) or negative (reverse-dispersion fibers). Table 2.1 lists the values of dispersion slopes for several commercially available fibers.

It may appear from Eq. (2.3.6) that the limiting bit rate of a channel operating at $\lambda = \lambda_{2D}$ will be infinitely large. However, this is not the case since $S$ or $\beta_3$ becomes the limiting factor in that case. We can estimate the limiting bit rate by noting that for a source of spectral width $\Delta \lambda$, the effective value of dispersion parameter becomes $D = S \Delta \lambda$. The limiting bit rate–distance product can now be obtained by using Eq. (2.3.6) with this value of $D$. The resulting condition becomes

$$BL|S|{(\Delta \lambda)}^2 < 1.$$  (2.3.14)

For a multimode semiconductor laser with $\Delta \lambda = 2$ nm and a dispersion-shifted fiber with $S = 0.05 \text{ ps/(km-nm)}^2$ at $\lambda = 1.55 \mu \text{m}$, the $BL$ product approaches 5 (Tb/s)-km. Further improvement is possible by using single-mode semiconductor lasers.

2.3.5 Polarization-Mode Dispersion

A potential source of pulse broadening is related to fiber birefringence. As discussed in Section 2.2.3, small departures from perfect cylindrical symmetry lead to birefringence because of different mode indices associated with the orthogonally polarized components of the fundamental fiber mode. If the input pulse excites both polarization components, it becomes broader as the two components disperse along the fiber.

![Figure 2.11](image-url): Typical wavelength dependence of the dispersion parameter $D$ for standard, dispersion-shifted, and dispersion-flattened fibers.
### Table 2.1 Characteristics of several commercial fibers

<table>
<thead>
<tr>
<th>Fiber Type and Trade Name</th>
<th>$A_{\text{eff}}$ ($\mu$m²)</th>
<th>$\lambda_{\text{ZD}}$ (nm)</th>
<th>$D$ (C band) [ps/(km-nm)]</th>
<th>Slope $S$ [ps/(km-nm²)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corning SMF-28</td>
<td>80</td>
<td>1302–1322</td>
<td>16 to 19</td>
<td>0.090</td>
</tr>
<tr>
<td>Lucent AllWave</td>
<td>80</td>
<td>1300–1322</td>
<td>17 to 20</td>
<td>0.088</td>
</tr>
<tr>
<td>Alcatel ColorLock</td>
<td>80</td>
<td>1300–1320</td>
<td>16 to 19</td>
<td>0.090</td>
</tr>
<tr>
<td>Corning Vascade</td>
<td>101</td>
<td>1300–1310</td>
<td>18 to 20</td>
<td>0.060</td>
</tr>
<tr>
<td>Lucent TrueWave-RS</td>
<td>50</td>
<td>1470–1490</td>
<td>2.6 to 6</td>
<td>0.050</td>
</tr>
<tr>
<td>Corning LEAF</td>
<td>72</td>
<td>1490–1500</td>
<td>2 to 6</td>
<td>0.060</td>
</tr>
<tr>
<td>Lucent TrueWave-XL</td>
<td>72</td>
<td>1570–1580</td>
<td>−1.4 to −4.6</td>
<td>0.112</td>
</tr>
<tr>
<td>Alcatel TeraLight</td>
<td>65</td>
<td>1440–1450</td>
<td>5.5 to 10</td>
<td>0.058</td>
</tr>
</tbody>
</table>

because of their different group velocities. This phenomenon is called the PMD and has been studied extensively because it limits the performance of modern lightwave systems [44]–[55].

In fibers with constant birefringence (e.g., polarization-maintaining fibers), pulse broadening can be estimated from the time delay $\Delta T$ between the two polarization components during propagation of the pulse. For a fiber of length $L$, $\Delta T$ is given by

$$\Delta T = \frac{L}{v_x} - \frac{L}{v_y} = L|\beta_{1x} - \beta_{1y}| = L(\Delta \beta_1), \quad (2.3.15)$$

where the subscripts $x$ and $y$ identify the two orthogonally polarized modes and $\Delta \beta_1$ is related to the difference in group velocities along the two principal states of polarization [44]. Equation (2.3.1) was used to relate the group velocity $v_x$ to the propagation constant $\beta$. Similar to the case of intermodal dispersion discussed in Section 2.1.1, the quantity $\Delta T/L$ is a measure of PMD. For polarization-maintaining fibers, $\Delta T/L$ is quite large ($\sim 1$ ns/km) when the two components are equally excited at the fiber input but can be reduced to zero by launching light along one of the principal axes.

The situation is somewhat different for conventional fibers in which birefringence varies along the fiber in a random fashion. It is intuitively clear that the polarization state of light propagating in fibers with randomly varying birefringence will generally be elliptical and would change randomly along the fiber during propagation. In the case of optical pulses, the polarization state will also be different for different spectral components of the pulse. The final polarization state is not of concern for most lightwave systems as photodetectors used inside optical receivers are insensitive to the state of polarization unless a coherent detection scheme is employed. What affects such systems is not the random polarization state but pulse broadening induced by random changes in the birefringence. This is referred to as PMD-induced pulse broadening.

The analytical treatment of PMD is quite complex in general because of its statistical nature. A simple model divides the fiber into a large number of segments. Both the degree of birefringence and the orientation of the principal axes remain constant in each segment but change randomly from section to section. In effect, each fiber section can be treated as a phase plate using a Jones matrix [44]. Propagation of each
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Frequency component associated with an optical pulse through the entire fiber length is then governed by a composite Jones matrix obtained by multiplying individual Jones matrices for each fiber section. The composite Jones matrix shows that two principal states of polarization exist for any fiber such that, when a pulse is polarized along them, the polarization state at fiber output is frequency independent to first order, in spite of random changes in fiber birefringence. These states are analogous to the slow and fast axes associated with polarization-maintaining fibers. An optical pulse not polarized along these two principal states splits into two parts which travel at different speeds. The differential group delay $\Delta T$ is largest for the two principal states of polarization.

The principal states of polarization provide a convenient basis for calculating the moments of $\Delta T$. The PMD-induced pulse broadening is characterized by the root-mean-square (RMS) value of $\Delta T$, obtained after averaging over random birefringence changes. Several approaches have been used to calculate this average. The variance $\sigma_T^2 \equiv \langle (\Delta T)^2 \rangle$ turns out to be the same in all cases and is given by [46]

$$\sigma_T^2(z) = 2(\Delta \beta_1)^2 l_c^2 \exp(-z/l_c) + z/l_c - 1, \quad (2.3.16)$$

where $l_c$ is the correlation length defined as the length over which two polarization components remain correlated; its value can vary over a wide range from 1 m to 1 km for different fibers, typical values being $\sim 10$ m.

For short distances such that $z \ll l_c$, $\sigma_T = (\Delta \beta_1) z$ from Eq. (2.3.16), as expected for a polarization-maintaining fiber. For distances $z > 1$ km, a good estimate of pulse broadening is obtained using $z \gg l_c$. For a fiber of length $L$, $\sigma_T$ in this approximation becomes

$$\sigma_T \approx (\Delta \beta_1) \sqrt{2L/L} \equiv D_p \sqrt{L}, \quad (2.3.17)$$

where $D_p$ is the PMD parameter. Measured values of $D_p$ vary from fiber to fiber in the range $D_p = 0.01-10$ ps/$\sqrt{\text{km}}$. Fibers installed during the 1980s have relatively large PMD such that $D_p > 0.1$ ps/$\sqrt{\text{km}}$. In contrast, modern fibers are designed to have low PMD, and typically $D_p < 0.1$ ps/$\sqrt{\text{km}}$ for them. Because of the $\sqrt{L}$ dependence, PMD-induced pulse broadening is relatively small compared with the GVD effects. Indeed, $\sigma_T \sim 1$ ps for fiber lengths $\sim 100$ km and can be ignored for pulse widths $>10$ ps. However, PMD becomes a limiting factor for lightwave systems designed to operate over long distances at high bit rates [48]–[55]. Several schemes have been developed for compensating the PMD effects (see Section 7.9).

Several other factors need to be considered in practice. The derivation of Eq. (2.3.16) assumes that the fiber link has no elements exhibiting polarization-dependent loss or gain. The presence of polarization-dependent losses can induce additional broadening [50]. Also, the effects of second and higher-order PMD become important at high bit rates (40 Gb/s or more) or for systems in which the first-order effects are eliminated using a PMD compensator [54].

2.4 Dispersion-Induced Limitations

The discussion of pulse broadening in Section 2.3.1 is based on an intuitive phenomenological approach. It provides a first-order estimate for pulses whose spectral
width is dominated by the spectrum of the optical source. In general, the extent of pulse broadening depends on the width and the shape of input pulses \[56\]. In this section we discuss pulse broadening by using the wave equation (2.2.16).

### 2.4.1 Basic Propagation Equation

The analysis of fiber modes in Section 2.2.2 showed that each frequency component of the optical field propagates in a single-mode fiber as

\[ \mathbf{E}(r, \omega) = \mathbf{h} F(x, y) \hat{B}(0, \omega) \exp(i \beta z), \]  

where \( \mathbf{h} \) is the polarization unit vector, \( \hat{B}(0, \omega) \) is the initial amplitude, and \( \beta \) is the propagation constant. The field distribution \( F(x, y) \) of the fundamental fiber mode can be approximated by the Gaussian distribution given in Eq. (2.2.44). In general, \( F(x, y) \) also depends on \( \omega \), but this dependence can be ignored for pulses whose spectral width \( \Delta \omega \) is much smaller than \( \omega_0 \) — a condition satisfied by pulses used in lightwave systems. Here \( \omega_0 \) is the frequency at which the pulse spectrum is centered; it is referred to as the carrier frequency.

Different spectral components of an optical pulse propagate inside the fiber according to the simple relation

\[ \hat{B}(z, \omega) = \hat{B}(0, \omega) \exp(i \beta z). \]  

The amplitude in the time domain is obtained by taking the inverse Fourier transform and is given by

\[ B(z, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{B}(z, \omega) \exp(-i \omega t) \, d\omega. \]  

The initial spectral amplitude \( \hat{B}(0, \omega) \) is just the Fourier transform of the input amplitude \( B(0, t) \).

Pulse broadening results from the frequency dependence of \( \beta \). For pulses for which \( \Delta \omega \ll \omega_0 \), it is useful to expand \( \hat{B}(\omega) \) in a Taylor series around the carrier frequency \( \omega_0 \) and retain terms up to third order. In this quasi-monochromatic approximation,

\[ \beta(\omega) = \bar{\beta}(\omega) \approx \beta_0 + \beta_1 (\Delta \omega) + \frac{\beta_2}{2} (\Delta \omega)^2 + \frac{\beta_3}{6} (\Delta \omega)^3, \]  

where \( \Delta \omega = \omega - \omega_0 \) and \( \beta_m = (d^m \beta / d \omega^m)_{\omega=\omega_0} \). From Eq. (2.3.1) \( \beta_1 = 1/v_g \), where \( v_g \) is the group velocity. The GVD coefficient \( \beta_2 \) is related to the dispersion parameter \( D \) by Eq. (2.3.5), whereas \( \beta_3 \) is related to the dispersion slope \( S \) through Eq. (2.3.13). We substitute Eqs. (2.4.2) and (2.4.4) in Eq. (2.4.3) and introduce a slowly varying amplitude \( A(z, t) \) of the pulse envelope as

\[ B(z, t) = A(z, t) \exp[i(\beta_0 z - \omega_0 t)]. \]  

The amplitude \( A(z, t) \) is found to be given by

\[ A(z, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d(\Delta \omega) \hat{A}(0, \Delta \omega) \times \exp\left[ i \beta_1 \Delta \omega + \frac{i}{2} \beta_2 \Delta \omega^2 + \frac{i}{6} \beta_3 \Delta \omega^3 - i(\Delta \omega)t \right]. \]
where $\tilde{A}(0, \Delta \omega) \equiv \tilde{B}(0, \omega)$ is the Fourier transform of $A(0, t)$.

By calculating $\partial A / \partial z$ and noting that $\Delta \omega$ is replaced by $i(\partial A / \partial t)$ in the time domain, Eq. (2.4.6) can be written as [31]

$$\frac{\partial A}{\partial z} + \beta_1 \frac{\partial A}{\partial t} + \frac{i \beta_2}{2} \frac{\partial^2 A}{\partial t^2} - \frac{\beta_3}{6} \frac{\partial^3 A}{\partial t^3} = 0. \quad (2.4.7)$$

This is the basic propagation equation that governs pulse evolution inside a single-mode fiber. In the absence of dispersion ($\beta_2 = \beta_3 = 0$), the optical pulse propagates without change in its shape such that $A(z, t) = A(0, t - \beta_1 z)$. Transforming to a reference frame moving with the pulse and introducing the new coordinates

$$t' = t - \beta_1 z \quad \text{and} \quad z' = z, \quad (2.4.8)$$

the $\beta_1$ term can be eliminated in Eq. (2.4.7) to yield

$$\frac{\partial A}{\partial z'} + \frac{i \beta_2}{2} \frac{\partial^2 A}{\partial t'^2} - \frac{\beta_3}{6} \frac{\partial^3 A}{\partial t'^3} = 0. \quad (2.4.9)$$

For simplicity of notation, we drop the primes over $z'$ and $t'$ in this and the following chapters whenever no confusion is likely to arise.

### 2.4.2 Chirped Gaussian Pulses

As a simple application of Eq. (2.4.9), let us consider the propagation of chirped Gaussian pulses inside optical fibers by choosing the initial field as

$$A(0, t) = A_0 \exp \left[ -\frac{1 + i C}{2} \left( \frac{t}{T_0} \right)^2 \right], \quad (2.4.10)$$

where $A_0$ is the peak amplitude. The parameter $T_0$ represents the half-width at 1/e intensity point. It is related to the full-width at half-maximum (FWHM) of the pulse by the relation

$$T_{\text{FWHM}} = 2(\ln 2)^{1/2} T_0 \approx 1.665 T_0. \quad (2.4.11)$$

The parameter $C$ governs the frequency chirp imposed on the pulse. A pulse is said to be chirped if its carrier frequency changes with time. The frequency change is related to the phase derivative and is given by

$$\delta \omega(t) = -\frac{\partial \phi}{\partial t} = \frac{C}{T_0^2} t, \quad (2.4.12)$$

where $\phi$ is the phase of $A(0, t)$. The time-dependent frequency shift $\delta \omega$ is called the chirp. The spectrum of a chirped pulse is broader than that of the unchirped pulse. This can be seen by taking the Fourier transform of Eq. (2.4.10) so that

$$\tilde{A}(0, \omega) = A_0 \left( \frac{2 \pi T_0^2}{1 + i C} \right)^{1/2} \exp \left[ -\frac{\omega^2 T_0^2}{2(1 + i C)} \right]. \quad (2.4.13)$$
The spectral half-width (at 1/e intensity point) is given by
\[ \Delta \omega_0 = (1 + C^2)^{1/2} T_0^{-1}. \] (2.4.14)

In the absence of frequency chirp \((C = 0)\), the spectral width satisfies the relation \(\Delta \omega_0 T_0 = 1\). Such a pulse has the narrowest spectrum and is called *transform-limited*. The spectral width is enhanced by a factor of \((1 + C^2)^{1/2}\) in the presence of linear chirp, as seen in Eq. (2.4.14).

The pulse-propagation equation (2.4.9) can be easily solved in the Fourier domain. Its solution is [see Eq. (2.4.6)]
\[ A(z,t) = \frac{A_0}{\sqrt{Q(z)}} \exp \left( \frac{(1 + iC)t^2}{2T_0^2 Q(z)} \right), \] (2.4.15)
where \(Q(z) = 1 + (C - i)\beta_2 z/T_0^2\). This equation shows that a Gaussian pulse remains Gaussian on propagation but its width, chirp, and amplitude change as dictated by the factor \(Q(z)\). For example, the chirp at a distance \(z\) changes from its initial value \(C\) to become \(C(z) = C + (1 + C^2)\beta_2 z/T_0^2\).

Changes in the pulse width with \(z\) are quantified through the broadening factor given by
\[ T^\prime / T_0 = \left[ \left( 1 + \frac{C\beta_2 z}{T_0^2} \right)^2 + \left( \frac{\beta_2 z}{T_0^2} \right)^2 \right]^{1/2}, \] (2.4.17)
where \(T^\prime\) is the half-width defined similar to \(T_0\). Figure 2.12 shows the broadening factor \(T^\prime/T_0\) as a function of the propagation distance \(z/L_D\), where \(L_D = T_0^2/|\beta_2|\) is the *dispersion length*. An unchirped pulse \((C = 0)\) broadens as \([1 + (z/L_D)^2]^{1/2}\) and its width increases by a factor of \(\sqrt{2}\) at \(z = L_D\). The chirped pulse, on the other hand, may broaden or compress depending on whether \(\beta_2\) and \(C\) have the same or opposite signs. For \(\beta_2 C > 0\) the chirped Gaussian pulse broadens monotonically at a rate faster than the unchirped pulse. For \(\beta_2 C < 0\), the pulse width initially decreases and becomes minimum at a distance
\[ z_{\text{min}} = \left[ \left| \frac{C}{1 + C^2} \right] L_D. \] (2.4.18)

The minimum value depends on the chirp parameter as
\[ T^\prime_{\text{min}} = T_0/(1 + C^2)^{1/2}. \] (2.4.19)
Physically, when \(\beta_2 C < 0\), the GVD-induced chirp counteracts the initial chirp, and the effective chirp decreases until it vanishes at \(z = z_{\text{min}}\).
Equation (2.4.17) can be generalized to include higher-order dispersion governed by $\beta_3$ in Eq. (2.4.15). The integral can still be performed in closed form in terms of an Airy function [57]. However, the pulse no longer remains Gaussian on propagation and develops a tail with an oscillatory structure. Such pulses cannot be properly characterized by their FWHM. A proper measure of the pulse width is the RMS width of the pulse defined as

$$\sigma = \left[ \langle t^2 \rangle - \langle t \rangle^2 \right]^{1/2},$$  \hspace{1cm} (2.4.20)

where the angle brackets denote averaging with respect to the intensity profile, i.e.,

$$\langle t^m \rangle = \frac{\int_0^\infty t^m |A(z,t)|^2 dt}{\int_0^\infty |A(z,t)|^2 dt}. \hspace{1cm} (2.4.21)$$

The broadening factor defined as $\sigma / \sigma_0$, where $\sigma_0$ is the RMS width of the input Gaussian pulse ($\sigma_0 = T_0 / \sqrt{2}$) can be calculated following the analysis of Appendix C and is given by [56]

$$\frac{\sigma^2}{\sigma_0^2} = \left( 1 + \frac{C \beta_3 L}{2 \sigma_0^2} \right)^2 + \left( \frac{\beta_2 L}{2 \sigma_0^2} \right)^2 + (1 + C^2)^2 \left( \frac{\beta_3 L}{4 \sqrt{2} \sigma_0^2} \right)^2, \hspace{1cm} (2.4.22)$$

where $L$ is the fiber length.

The foregoing discussion assumes that the optical source used to produce the input pulses is nearly monochromatic such that its spectral width satisfies $\Delta \omega_L \ll \Delta \omega_0$ (under continuous-wave, or CW, operation), where $\Delta \omega_0$ is given by Eq. (2.4.14). This
condition is not always satisfied in practice. To account for the source spectral width, we must treat the optical field as a stochastic process and consider the coherence properties of the source through the mutual coherence function [22]. Appendix C shows how the broadening factor can be calculated in this case. When the source spectrum is Gaussian with the RMS spectral width \( \sigma_w \), the broadening factor is obtained from [56]

\[
\frac{\sigma^2}{\sigma_0^2} = \left( 1 + \frac{C \beta_2 L}{2 \sigma_0^2} \right)^2 + \left( 1 + \frac{V_{\omega}^2}{2 \sigma_0^2} \right)^2 + \left( 1 + C^2 + V_{\omega}^2 \right)^2 \left( \frac{\beta_2 L}{2 \sqrt{2} \sigma_0^2} \right)^2, \quad (2.4.23)
\]

where \( V_{\omega} \) is defined as \( V_{\omega} = 2 \sigma_w \sigma_0 \). Equation (2.4.23) provides an expression for dispersion-induced broadening of Gaussian input pulses under quite general conditions.

### 2.4.3 Limitations on the Bit Rate

The limitation imposed on the bit rate by fiber dispersion can be quite different depending on the source spectral width. It is instructive to consider the following two cases separately.

**Optical Sources with a Large Spectral Width**

This case corresponds to \( V_{\omega} \gg 1 \) in Eq. (2.4.23). Consider first the case of a lightwave system operating away from the zero-dispersion wavelength so that the \( \beta_3 \) term can be neglected. The effects of frequency chirp are negligible for sources with a large spectral width. By setting \( C = 0 \) in Eq. (2.4.23), we obtain

\[
\sigma^2 = \sigma_0^2 + (\beta_2 L \sigma_w)^2 \equiv \sigma_0^2 + (D L \sigma_\lambda)^2, \quad (2.4.24)
\]

where \( \sigma_\lambda \) is the RMS source spectral width in wavelength units. The output pulse width is thus given by

\[
\sigma = (\sigma_0^2 + \sigma_\lambda^2)^{1/2}, \quad (2.4.25)
\]

where \( \sigma_\lambda \equiv |D| L \sigma_\lambda \) provides a measure of dispersion-induced broadening.

We can relate \( \sigma \) to the bit rate by using the criterion that the broadened pulse should remain inside the allocated bit slot, \( T_B = 1/B \), where \( B \) is the bit rate. A commonly used criterion is \( \sigma \leq T_B/4 \); for Gaussian pulses at least 95% of the pulse energy then remains within the bit slot. The limiting bit rate is given by \( 4B \sigma \leq 1 \). In the limit \( \sigma_D \gg \sigma_0 \), \( \sigma \approx \sigma_D = |D| L \sigma_\lambda \), and the condition becomes

\[
BL|D| \sigma_\lambda \leq \frac{1}{4}. \quad (2.4.26)
\]

This condition should be compared with Eq. (2.3.6) obtained heuristically; the two become identical if we interpret \( \Delta \lambda \) as \( 4\sigma_\lambda \) in Eq. (2.3.6).

For a lightwave system operating exactly at the zero-dispersion wavelength, \( \beta_2 = 0 \) in Eq. (2.4.23). By setting \( C = 0 \) as before and assuming \( V_{\omega} \gg 1 \), Eq. (2.4.23) can be approximated by

\[
\sigma^2 = \sigma_0^2 + \frac{1}{2}(\beta_3 L \sigma_w^2)^2 \equiv \sigma_0^2 + \frac{1}{2}(S L \sigma_\lambda^2)^2, \quad (2.4.27)
\]
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where Eq. (2.3.13) was used to relate \( \beta_3 \) to the dispersion slope \( S \). The output pulse width is thus given by Eq. (2.4.25) but now \( \sigma_D = |S|\sigma_0^2/\sqrt{2} \). As before, we can relate \( \sigma \) to the limiting bit rate by the condition \( 4B\sigma \leq 1 \). When \( \sigma_D \gg \sigma_0 \), the limitation on the bit rate is governed by

\[
BL|S|\sigma_0^2 \leq 1/\sqrt{8}.
\] (2.4.28)

This condition should be compared with Eq. (2.3.14) obtained heuristically by using simple physical arguments.

As an example, consider the case of a light-emitting diode (see Section 3.2) for which \( \sigma_0 \approx 15 \) nm. By using \( D = 17 \) ps/(km-nm) at 1.55 \( \mu \)m, Eq. (2.4.26) yields \( BL < 1 \) (Gb/s)-km. However, if the system is designed to operate at the zero-dispersion wavelength, \( BL \) can be increased to 20 (Gb/s)-km for a typical value \( S = 0.08 \) ps/(km-nm²).

**Optical Sources with a Small Spectral Width**

This case corresponds to \( V_\omega \ll 1 \) in Eq. (2.4.23). As before, if we neglect the \( \beta_3 \) term and set \( C = 0 \), Eq. (2.4.23) can be approximated by

\[
\sigma^2 = \sigma_0^2 + (\beta_3 L/2\sigma_0)^2 \equiv \sigma_0^2 + \sigma_D^2.
\] (2.4.29)

A comparison with Eq. (2.4.25) reveals a major difference between the two cases. In the case of a narrow source spectrum, dispersion-induced broadening depends on the initial width \( \sigma_0 \), whereas it is independent of \( \sigma_0 \) when the spectral width of the optical source dominates. In fact, \( \sigma \) can be minimized by choosing an optimum value of \( \sigma_0 \). The minimum value of \( \sigma \) is found to occur for \( \sigma_0 = \sigma_D = (|\beta_2|L/2)^{1/2} \) and is given by \( \sigma = (|\beta_2|L)^{1/2} \). The limiting bit rate is obtained by using \( 4B\sigma \leq 1 \) and leads to the condition

\[
B\sqrt{|\beta_2|L} \leq 1/4.
\] (2.4.30)

The main difference from Eq. (2.4.26) is that \( B \) scales as \( L^{-1/2} \) rather than \( L^{-1} \). Figure 2.13 compares the decrease in the bit rate with increasing \( \sigma_0 = 0, 1, \) and 5 nm \( L \) using \( D = 16 \) ps/(km-nm). Equation (2.4.30) was used in the case \( \sigma_0 = 0 \).

For a lightwave system operating close to the zero-dispersion wavelength, \( \beta_2 \approx 0 \) in Eq. (2.4.23). Using \( V_\omega \ll 1 \) and \( C = 0 \), the pulse width is then given by

\[
\sigma^2 = \sigma_0^2 + (\beta_3 L/4\sigma_0^2)^2/2 \equiv \sigma_0^2 + \sigma_D^2.
\] (2.4.31)

Similar to the case of Eq. (2.4.29), \( \sigma \) can be minimized by optimizing the input pulse width \( \sigma_0 \). The minimum value of \( \sigma \) occurs for \( \sigma_0 = (|\beta_3|L/4)^{1/3} \) and is given by

\[
\sigma = (\frac{3}{4})^{1/2}(|\beta_3|L/4)^{1/3}.
\] (2.4.32)

The limiting bit rate is obtained by using the condition \( 4B\sigma \leq 1 \), or

\[
B(|\beta_3|L)^{1/3} \leq 0.324.
\] (2.4.33)

The dispersive effects are most forgiving in this case. When \( \beta_3 = 0.1 \) ps²/km, the bit rate can be as large as 150 Gb/s for \( L = 100 \) km. It decreases to only about 70 Gb/s.
Figure 2.13: Limiting bit rate of single-mode fibers as a function of the fiber length for $\sigma_0 = 0$, 1, and 5 nm. The case $\sigma_0 = 0$ corresponds to the case of an optical source whose spectral width is much smaller than the bit rate.

Even when $L$ increases by a factor of 10 because of the $L^{-1/3}$ dependence of the bit rate on the fiber length. The dashed line in Fig. 2.13 shows this dependence by using Eq. (2.4.33) with $\beta_1 = 0.1$ ps$/\text{km}$. Clearly, the performance of a lightwave system can be improved considerably by operating it near the zero-dispersion wavelength of the fiber and using optical sources with a relatively narrow spectral width.

**Effect of Frequency Chirp**

The input pulse in all preceding cases has been assumed to be an unchirped Gaussian pulse. In practice, optical pulses are often non-Gaussian and may exhibit considerable chirp. A super-Gaussian model has been used to study the bit-rate limitation imposed by fiber dispersion for a NRZ-format bit stream [58]. In this model, Eq. (2.4.10) is replaced by

$$A(0,T) = A_0 \exp \left[-\frac{1 + iC}{2} \left(\frac{t}{\tau_0}\right)^{2m}\right],$$

(2.4.34)

where the parameter $m$ controls the pulse shape. Chirped Gaussian pulses correspond to $m = 1$. For large value of $m$ the pulse becomes nearly rectangular with sharp leading and trailing edges. The output pulse shape can be obtained by solving Eq. (2.4.9) numerically. The limiting bit rate–distance product $BL$ is found by requiring that the RMS pulse width does not increase above a tolerable value. Figure 2.14 shows the $BL$ product as a function of the chirp parameter $C$ for Gaussian ($m = 1$) and super-Gaussian ($m = 3$) input pulses. In both cases the fiber length $L$ at which the pulse broadens
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Figure 2.14: Dispersion-limited BL product as a function of the chirp parameter for Gaussian (solid curve) and super-Gaussian (dashed curve) input pulses. (After Ref. [58]; ©1986 OSA; reprinted with permission.)

by 20% was obtained for $T_0 = 125$ ps and $\beta_2 = -20$ ps$^2$/km. As expected, the BL product is smaller for super-Gaussian pulses because such pulses broaden more rapidly than Gaussian pulses. The BL product is reduced dramatically for negative values of the chirp parameter $C$. This is due to enhanced broadening occurring when $\beta_2 C$ is positive (see Fig. 2.12). Unfortunately, $C$ is generally negative for directly modulated semiconductor lasers with a typical value of $-6$ at 1.55 $\mu$m. Since $BL < 100$ (Gb/s)-km under such conditions, fiber dispersion limits the bit rate to about 2 Gb/s for $L = 50$ km. This problem can be overcome by using dispersion-shifted fibers or by using dispersion management (see Chapter 7).

2.4.4 Fiber Bandwidth

The concept of fiber bandwidth originates from the general theory of time-invariant linear systems [59]. If the optical fiber can be treated as a linear system, its input and output powers should be related by a general relation

$$P_{\text{out}}(t) = \int_{-\infty}^{\infty} h(t-t')P_{\text{in}}(t')dt'. \quad (2.4.35)$$

For an impulse $P_{\text{in}}(t) = \delta(t)$, where $\delta(t)$ is the delta function, and $P_{\text{out}}(t) = h(t)$. For this reason, $h(t)$ is called the impulse response of the linear system. Its Fourier transform,

$$H(f) = \int_{-\infty}^{\infty} h(t) \exp(2\pi ift) dt, \quad (2.4.36)$$
provides the frequency response and is called the transfer function. In general, $|H(f)|$ falls off with increasing $f$, indicating that the high-frequency components of the input signal are attenuated by the fiber. In effect, the optical fiber acts as a bandpass filter. The fiber bandwidth $f_{3\text{dB}}$ corresponds to the frequency $f = f_{3\text{dB}}$ at which $|H(f)|$ is reduced by a factor of 2 or by 3 dB:

$$|H(f_{3\text{dB}})/H(0)| = \frac{1}{2}. \quad (2.4.37)$$

Note that $f_{3\text{dB}}$ is the optical bandwidth of the fiber as the optical power drops by 3 dB at this frequency compared with the zero-frequency response. In the field of electrical communications, the bandwidth of a linear system is defined as the frequency at which electrical power drops by 3 dB.

Optical fibers cannot generally be treated as linear with respect to power, and Eq. (2.4.35) does not hold for them [60]. However, this equation is approximately valid when the source spectral width is much larger than the signal spectral width ($V_w \gg 1$). In that case, we can consider propagation of different spectral components independently and add the power carried by them linearly to obtain the output power. For a Gaussian spectrum, the transfer function $H(f)$ is found to be given by [61]

$$H(f) = \left(1 + \frac{if}{f_2}\right)^{-1/2} \exp \left[-\frac{(f/f_1)^2}{2(1 + if/f_2)}\right], \quad (2.4.38)$$

where the parameters $f_1$ and $f_2$ are given by

$$f_1 = (2\pi \beta_2 L \sigma_0)^{-1} = (2\pi/D L \sigma_0)^{-1}, \quad (2.4.39)$$
$$f_2 = (2\pi \beta_2 L \sigma_0^2)^{-1} = [2\pi(S + 2D/\lambda)L \sigma_0^2]^{-1}, \quad (2.4.40)$$

and we used Eqs. (2.3.5) and (2.3.13) to introduce the dispersion parameters $D$ and $S$.

For lightwave systems operating far away from the zero-dispersion wavelength ($f_1 \ll f_2$), the transfer function is approximately Gaussian. By using Eqs. (2.4.37) and (2.4.38) with $f \ll f_2$, the fiber bandwidth is given by

$$f_{3\text{dB}} = (2 \ln 2)^{1/2} f_1 \approx 0.188(|D|L \sigma_0)^{-1}. \quad (2.4.41)$$

If we use $\sigma_D = |D|L \sigma_0$ from Eq. (2.4.25), we obtain the relation $f_{3\text{dB}} \sigma_D \approx 0.188$ between the fiber bandwidth and dispersion-induced pulse broadening. We can also get a relation between the bandwidth and the bit rate $B$ by using Eqs. (2.4.26) and (2.4.41). The relation is $B \leq 1.33 f_{3\text{dB}}$ and shows that the fiber bandwidth is an approximate measure of the maximum possible bit rate of dispersion-limited lightwave systems. In fact, Fig. 2.13 can be used to estimate $f_{3\text{dB}}$ and its variation with the fiber length under different operating conditions.

For lightwave systems operating at the zero-dispersion wavelength, the transfer function is obtained from Eq. (2.4.38) by setting $D = 0$. The use of Eq. (2.4.37) then provides the following expression for the fiber bandwidth

$$f_{3\text{dB}} = \sqrt{15} f_2 \approx 0.616(SL \sigma_0^2)^{-1}. \quad (2.4.42)$$
The limiting bit rate can be related to $f_{3dB}$ by using Eq. (2.4.28) and is given by $B \leq 0.574 f_{3dB}$. Again, the fiber bandwidth provides a measure of the dispersion-limited bit rate. As a numerical estimate, consider a 1.55-μm lightwave system employing dispersion-shifted fibers and multimode semiconductor lasers. By using $S = 0.05 \text{ ps/(km-nm)}^2$ and $\sigma_\lambda = 1 \text{ nm}$ as typical values, $f_{3dB} L \approx 32 \text{ THz-km}$. By contrast, the bandwidth–distance product is reduced to 0.1 THz-km for standard fibers with $D = 18 \text{ ps/(km-nm)}$.

2.5 Fiber Losses

Section 2.4 shows that fiber dispersion limits the performance of optical communication systems by broadening optical pulses as they propagate inside the fiber. Fiber losses represent another limiting factor because they reduce the signal power reaching the receiver. As optical receivers need a certain minimum amount of power for recovering the signal accurately, the transmission distance is inherently limited by fiber losses. In fact, the use of silica fibers for optical communications became practical only when losses were reduced to an acceptable level during the 1970s. With the advent of optical amplifiers in the 1990s, transmission distances can exceed several thousands kilometers by compensating accumulated losses periodically. However, low-loss fibers are still required since spacing among amplifiers is set by fiber losses. This section is devoted to a discussion of various loss mechanisms in optical fibers.

2.5.1 Attenuation Coefficient

Under quite general conditions, changes in the average optical power $P$ of a bit stream propagating inside an optical fiber are governed by Beer’s law:

$$\frac{dP}{dz} = -\alpha P,$$

(2.5.1)

where $\alpha$ is the attenuation coefficient. Although denoted by the same symbol as the absorption coefficient in Eq. (2.2.12), $\alpha$ in Eq. (2.5.1) includes not only material absorption but also other sources of power attenuation. If $P_{in}$ is the power launched at the input end of a fiber of length $L$, the output power $P_{out}$ from Eq. (2.5.1) is given by

$$P_{out} = P_{in} \exp(-\alpha L).$$

(2.5.2)

It is customary to express $\alpha$ in units of dB/km by using the relation

$$\alpha \text{ (dB/km)} = -\frac{10}{L} \log_{10} \left( \frac{P_{out}}{P_{in}} \right) \approx 4.343 \alpha,$$

(2.5.3)

and refer to it as the fiber-loss parameter.

Fiber losses depend on the wavelength of transmitted light. Figure 2.15 shows the loss spectrum $\alpha(\lambda)$ of a single-mode fiber made in 1979 with 9.4-μm core diameter, $\Delta = 1.9 \times 10^{-3}$, and 1.1-μm cutoff wavelength [11]. The fiber exhibited a loss of only about 0.2 dB/km in the wavelength region near 1.55 μm, the lowest value first realized in 1979. This value is close to the fundamental limit of about 0.16 dB/km for
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Figure 2.15: Loss spectrum of a single-mode fiber produced in 1979. Wavelength dependence of several fundamental loss mechanisms is also shown. (After Ref. [11]; ©1979 IEE; reprinted with permission.)
silica fibers. The loss spectrum exhibits a strong peak near 1.39 μm and several other smaller peaks. A secondary minimum is found to occur near 1.3 μm, where the fiber loss is below 0.5 dB/km. Since fiber dispersion is also minimum near 1.3 μm, this low-loss window was used for second-generation lightwave systems. Fiber losses are considerably higher for shorter wavelengths and exceed 5 dB/km in the visible region, making it unsuitable for long-haul transmission. Several factors contribute to overall losses; their relative contributions are also shown in Fig. 2.15. The two most important among them are material absorption and Rayleigh scattering.

2.5.2 Material Absorption

Material absorption can be divided into two categories. Intrinsic absorption losses correspond to absorption by fused silica (material used to make fibers) whereas extrinsic absorption is related to losses caused by impurities within silica. Any material absorbs at certain wavelengths corresponding to the electronic and vibrational resonances associated with specific molecules. For silica (SiO₂) molecules, electronic resonances occur in the ultraviolet region (λ < 0.4 μm), whereas vibrational resonances occur in the infrared region (λ > 7 μm). Because of the amorphous nature of fused silica, these resonances are in the form of absorption bands whose tails extend into the visible region. Figure 2.15 shows that intrinsic material absorption for silica in the wavelength range 0.8–1.6 μm is below 0.1 dB/km. In fact, it is less than 0.03 dB/km in the 1.3- to
1.6-$\mu$m wavelength window commonly used for lightwave systems.

Extrinsic absorption results from the presence of impurities. Transition-metal impurities such as Fe, Cu, Co, Ni, Mn, and Cr absorb strongly in the wavelength range 0.6–1.6 $\mu$m. Their amount should be reduced to below 1 part per billion to obtain a loss level below 1 dB/km. Such high-purity silica can be obtained by using modern techniques. The main source of extrinsic absorption in state-of-the-art silica fibers is the presence of water vapors. A vibrational resonance of the OH ion occurs near 2.73 $\mu$m. Its harmonic and combination tones with silica produce absorption at the 1.39-, 1.24-, and 0.95-$\mu$m wavelengths. The three spectral peaks seen in Fig. 2.15 occur near these wavelengths and are due to the presence of residual water vapor in silica. Even a concentration of 1 part per million can cause a loss of about 50 dB/km at 1.39 $\mu$m. The OH ion concentration is reduced to below $10^{-8}$ in modern fibers to lower the 1.39-$\mu$m peak below 1 dB. In a new kind of fiber, known as the dry fiber, the OH ion concentration is reduced to such low levels that the 1.39-$\mu$m peak almost disappears [62]. Figure 2.16 shows the loss and dispersion profiles of such a fiber (marketed under the trade name AllWave). Such fibers can be used to transmit WDM signals over the entire 1.30-to-1.65-$\mu$m wavelength range.

### 2.5.3 Rayleigh Scattering

Rayleigh scattering is a fundamental loss mechanism arising from local microscopic fluctuations in density. Silica molecules move randomly in the molten state and freeze in place during fiber fabrication. Density fluctuations lead to random fluctuations of the refractive index on a scale smaller than the optical wavelength $\lambda$. Light scattering in such a medium is known as Rayleigh scattering [22]. The scattering cross section varies as $\lambda^{-4}$. As a result, the intrinsic loss of silica fibers from Rayleigh scattering can be written as

$$\alpha_R = C/\lambda^4,$$  \hspace{1cm} (2.5.4)
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where the constant $C$ is in the range $0.7$–$0.9$ (dB/km)$-\mu$m$^4$, depending on the constituents of the fiber core. These values of $C$ correspond to $\alpha_R = 0.12$–$0.16$ dB/km at $\lambda = 1.55$ $\mu$m, indicating that fiber loss in Fig. 2.15 is dominated by Rayleigh scattering near this wavelength.

The contribution of Rayleigh scattering can be reduced to below $0.01$ dB/km for wavelengths longer than $3$ $\mu$m. Silica fibers cannot be used in this wavelength region, since infrared absorption begins to dominate the fiber loss beyond $1.6$ $\mu$m. Considerable effort has been directed toward finding other suitable materials with low absorption beyond $2$ $\mu$m [63]–[66]. Fluorozirconate (ZrF$_4$) fibers have an intrinsic material absorption of about $0.01$ dB/km near $2.55$ $\mu$m and have the potential for exhibiting loss much smaller than that of silica fibers. State-of-the-art fluoride fibers, however, exhibit a loss of about $1$ dB/km because of extrinsic losses. Chalcogenide and polycrystalline fibers exhibit minimum loss in the far-infrared region near $10$ $\mu$m. The theoretically predicted minimum value of fiber loss for such fibers is below $10^{-5}$ dB/km because of reduced Rayleigh scattering. However, practical loss levels remain higher than those of silica fibers [66].

2.5.4 Waveguide Imperfections

An ideal single-mode fiber with a perfect cylindrical geometry guides the optical mode without energy leakage into the cladding layer. In practice, imperfections at the core–cladding interface (e.g., random core-radius variations) can lead to additional losses which contribute to the net fiber loss. The physical process behind such losses is Mie scattering [22], occurring because of index inhomogeneities on a scale larger than the optical wavelength. Care is generally taken to ensure that the core radius does not vary significantly along the fiber length during manufacture. Such variations can be kept below 1%, and the resulting scattering loss is typically below $0.03$ dB/km.

Bends in the fiber constitute another source of scattering loss [67]. The reason can be understood by using the ray picture. Normally, a guided ray hits the core–cladding interface at an angle greater than the critical angle to experience total internal reflection. However, the angle decreases near a bend and may become smaller than the critical angle for tight bends. The ray would then escape out of the fiber. In the mode description, a part of the mode energy is scattered into the cladding layer. The bending loss is proportional to $\exp(-R/R_c)$, where $R$ is the radius of curvature of the fiber bend and $R_c = a/(n_1^2 - n_2^2)$. For single-mode fibers, $R_c = 0.2$–$0.4$ $\mu$m typically, and the bending loss is negligible ($<0.01$ dB/km) for bend radius $R > 5$ mm. Since most macroscopic bends exceed $R = 5$ mm, macrobending losses are negligible in practice.

A major source of fiber loss, particularly in cable form, is related to the random axial distortions that invariably occur during cabling when the fiber is pressed against a surface that is not perfectly smooth. Such losses are referred to as microbending losses and have been studied extensively [68]–[72]. Microbends cause an increase in the fiber loss for both multimode and single-mode fibers and can result in an excessively large loss ($\sim 100$ dB/km) if precautions are not taken to minimize them. For single-mode fibers, microbending losses can be minimized by choosing the $V$ parameter as close to the cutoff value of $2.405$ as possible so that mode energy is confined primarily to the core. In practice, the fiber is designed to have $V$ in the range $2.0$–$2.4$ at the operating
wavelength. Many other sources of optical loss exist in a fiber cable. These are related to splices and connectors used in forming the fiber link and are often treated as a part of the cable loss; microbending losses can also be included in the total cable loss.

2.6 Nonlinear Optical Effects

The response of any dielectric to light becomes nonlinear for intense electromagnetic fields, and optical fibers are no exception. Even though silica is intrinsically not a highly nonlinear material, the waveguide geometry that confines light to a small cross section over long fiber lengths makes nonlinear effects quite important in the design of modern lightwave systems [31]. We discuss in this section the nonlinear phenomena that are most relevant for fiber-optic communications.

2.6.1 Stimulated Light Scattering

Rayleigh scattering, discussed in Section 2.5.3, is an example of elastic scattering for which the frequency (or the photon energy) of scattered light remains unchanged. By contrast, the frequency of scattered light is shifted downward during inelastic scattering. Two examples of inelastic scattering are Raman scattering and Brillouin scattering [73]. Both of them can be understood as scattering of a photon to a lower energy photon such that the energy difference appears in the form of a phonon. The main difference between the two is that optical phonons participate in Raman scattering, whereas acoustic phonons participate in Brillouin scattering. Both scattering processes result in a loss of power at the incident frequency. However, their scattering cross sections are sufficiently small that loss is negligible at low power levels.

At high power levels, the nonlinear phenomena of stimulated Raman scattering (SRS) and stimulated Brillouin scattering (SBS) become important. The intensity of the scattered light in both cases grows exponentially once the incident power exceeds a threshold value [74]. SRS and SBS were first observed in optical fibers during the 1970s [75]–[78]. Even though SRS and SBS are quite similar in their origin, different dispersion relations for acoustic and optical phonons lead to the following differences between the two in single-mode fibers [31]: (i) SBS occurs only in the backward direction whereas SRS can occur in both directions; (ii) The scattered light is shifted in frequency by about 10 GHz for SBS but by 13 THz for SRS (this shift is called the Stokes shift); and (iii) the Brillouin gain spectrum is extremely narrow (bandwidth < 100 MHz) compared with the Raman-gain spectrum that extends over 20–30 THz. The origin of these differences lies in a relatively small value of the ratio $v_A/c$ ($\sim 10^{-5}$), where $v_A$ is the acoustic velocity in silica and $c$ is the velocity of light.

Stimulated Brillouin Scattering

The physical process behind Brillouin scattering is the tendency of materials to become compressed in the presence of an electric field—a phenomenon termed electrostriction [73]. For an oscillating electric field at the pump frequency $\Omega_p$, this process generates an acoustic wave at some frequency $\Omega$. Spontaneous Brillouin scattering can be
viewed as scattering of the pump wave from this acoustic wave, resulting in creation of a new wave at the pump frequency $\Omega$. The scattering process must conserve both the energy and the momentum. The energy conservation requires that the Stokes shift $\Omega$ equals $\omega_p - \omega_s$. The momentum conservation requires that the wave vectors satisfy $k_A = k_p - k_s$. Using the dispersion relation $|k_A| = \Omega/v_A$, where $v_A$ is the acoustic velocity, this condition determines the acoustic frequency as $[31]$

$$\Omega = |k_A|v_A = 2v_A|k_p|\sin(\theta/2),$$

(2.6.1)

where $|k_P| \approx |k_s|$ was used and $\theta$ represents the angle between the pump and scattered waves. Note that $\Omega$ vanishes in the forward direction ($\theta = 0$) and is maximum in the backward direction ($\theta = \pi$). In single-mode fibers, light can travel only in the forward and backward directions. As a result, SBS occurs in the backward direction with a frequency shift $\Omega_B = 2v_A|k_P|$. Using $k_p = 2\pi\bar{n}/\lambda_p$, where $\lambda_p$ is the pump wavelength, the Brillouin shift is given by

$$\nu_B = \Omega_B/2\pi = 2\bar{n}v_A/\lambda_p,$$

(2.6.2)

where $\bar{n}$ is the mode index. Using $v_A = 5.96 \text{ km/s}$ and $\bar{n} = 1.45$ as typical values for silica fibers, $\nu_B = 11.1 \text{ GHz}$ at $\lambda_p = 1.55 \mu\text{m}$. Equation (2.6.2) shows that $\nu_B$ scales inversely with the pump wavelength.

Once the scattered wave is generated spontaneously, it beats with the pump and creates a frequency component at the beat frequency $\omega_p - \omega_s$, which is automatically equal to the acoustic frequency $\Omega$. As a result, the beating term acts as source that increases the amplitude of the sound wave, which in turn increases the amplitude of the scattered wave, resulting in a positive feedback loop. SBS has its origin in this positive feedback, which ultimately can transfer all power from the pump to the scattered wave. The feedback process is governed by the following set of two coupled equations [73]:

$$\frac{dl_p}{dz} = -g_BI_pI_s - \alpha_p I_p,$$

(2.6.3)

$$\frac{dl_s}{dz} = +g_BI_pI_s - \alpha_s I_s,$$

(2.6.4)

where $I_p$ and $I_s$ are the intensities of the pump and Stokes fields, $g_B$ is the SBS gain, and $\alpha_p$ and $\alpha_s$ account for fiber losses.

The SBS gain $g_B$ is frequency dependent because of a finite damping time $T_B$ of acoustic waves (the lifetime of acoustic phonons). If the acoustic waves decay as $\exp(-t/T_B)$, the Brillouin gain has a Lorentzian spectral profile given by [77]

$$g_B(\Omega) = \frac{g_B(\Omega_B)}{1 + (\Omega - \Omega_B)^2T_B^2}.$$  

(2.6.5)

Figure 2.17 shows the Brillouin gain spectra at $\lambda_p = 1.525 \mu\text{m}$ for three different kinds of single-mode silica fibers. Both the Brillouin shift $\nu_B$ and the gain bandwidth $\Delta\nu_B$ can vary from fiber to fiber because of the guided nature of light and the presence of dopants in the fiber core. The fiber labeled (a) in Fig. 2.17 has a core of nearly pure silica (germania concentration of about 0.3% per mole). The measured Brillouin
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Figure 2.17: Brillouin-gain spectra measured using a 1.525-μm pump for three fibers with different germania doping: (a) silica-core fiber; (b) depressed-cladding fiber; (c) dispersion-shifted fiber. Vertical scale is arbitrary. (After Ref. [78]; ©1986 IEE; reprinted with permission.)

shift ν_B = 11.25 GHz is in agreement with Eq. (2.6.2). The Brillouin shift is reduced for fibers (b) and (c) of a higher germania concentration in the fiber core. The double-peak structure for fiber (b) results from inhomogeneous distribution of germania within the core. The gain bandwidth in Fig. 2.17 is larger than that expected for bulk silica (∆ν_B ≈ 17 MHz at λ_p = 1.525 μm). A part of the increase is due to the guided nature of acoustic modes in optical fibers. However, most of the increase in bandwidth can be attributed to variations in the core diameter along the fiber length. Because such variations are specific to each fiber, the SBS gain bandwidth is generally different for different fibers and can exceed 100 MHz; typical values are ~50 MHz for λ_p near 1.55 μm.

The peak value of the Brillouin gain in Eq. (2.6.5) occurs for Ω = Ω_B and depends on various material parameters such as the density and the elasto-optic coefficient [73]. For silica fibers g_B ≈ 5 × 10^{-11} m/W. The threshold power level for SBS can be estimated by solving Eqs. (2.6.3) and (2.6.4) and finding at what value of I_p, I_s grows from noise to a significant level. The threshold power P_{th} = I_p A_{eff}, where A_{eff} is the effective core area, satisfies the condition [74]

\[ g_B P_{th} L_{eff}/A_{eff} \approx 21, \quad (2.6.6) \]

where \( L_{eff} \) is the effective interaction length defined as

\[ L_{eff} = [1 - \exp(-\alpha L)]/\alpha, \quad (2.6.7) \]

and \( \alpha \) represents fiber losses. For optical communication systems \( L_{eff} \) can be approximated by 1/α as \( \alpha L \gg 1 \) in practice. Using \( A_{eff} = \pi w^2 \), where \( w \) is the spot size, \( P_{th} \) can be as low as 1 mW depending on the values of \( w \) and \( \alpha \) [77]. Once the power launched into an optical fiber exceeds the threshold level, most of the light is reflected backward through SBS. Clearly, SBS limits the launched power to a few milliwatts because of its low threshold.

The preceding estimate of \( P_{th} \) applies to a narrowband CW beam as it neglects the temporal and spectral characteristics of the incident light. In a lightwave system, the
Figure 2.18: (a) Raman gain spectrum of fused silica at $\lambda_p = 1 \mu m$ and (b) energy levels participating in the SRS process. (After Ref. [75]; ©1972 AIP; reprinted with permission.)

signal is in the form of a bit stream. For a single short pulse whose width is much smaller than the phonon lifetime, no SBS is expected to occur. However, for a high-speed bit stream, pulses come at such a fast rate that successive pulses build up the acoustic wave, similar to the case of a CW beam, although the SBS threshold increases. The exact value of the average threshold power depends on the modulation format (RZ versus NRZ) and is typically $\sim 5 \text{ mW}$. It can be increased to $10 \text{ mW}$ or more by increasing the bandwidth of the optical carrier to $>200 \text{ MHz}$ through phase modulation. SBS does not produce interchannel crosstalk in WDM systems because the 10-GHz frequency shift is much smaller than typical channel spacing.

Stimulated Raman Scattering

Spontaneous Raman scattering occurs in optical fibers when a pump wave is scattered by the silica molecules. It can be understood using the energy-level diagram shown in Fig. 2.18(b). Some pump photons give up their energy to create other photons of reduced energy at a lower frequency; the remaining energy is absorbed by silica molecules, which end up in an excited vibrational state. An important difference from Brillouin scattering is that the vibrational energy levels of silica dictate the value of the Raman shift $\Omega_R = \omega_p - \omega_s$. As an acoustic wave is not involved, spontaneous Raman scattering is an isotropic process and occurs in all directions.

Similar to the SBS case, the Raman scattering process becomes stimulated if the pump power exceeds a threshold value. SRS can occur in both the forward and backward directions in optical fibers. Physically speaking, the beating of the pump and with the scattered light in these two directions creates a frequency component at the beat frequency $\omega_p - \omega_s$, which acts as a source that derives molecular oscillations. Since the amplitude of the scattered wave increases in response to these oscillations, a positive feedback loop sets in. In the case of forward SRS, the feedback process is governed by
the following set of two coupled equations [31]:

\[
\frac{dI_p}{dz} = -g_R I_p l_s - \alpha_p I_p, \tag{2.6.8}
\]

\[
\frac{dI_s}{dz} = g_R I_p l_s - \alpha_s l_s, \tag{2.6.9}
\]

where \(g_R\) is the SRS gain. In the case of backward SRS, a minus sign is added in front of the derivative in Eq. (2.6.9), and this set of equations becomes identical to the SBS case.

The spectrum of the Raman gain depends on the decay time associated with the excited vibrational state. In the case of a molecular gas or liquid, the decay time is relatively long (~1 ns), resulting in a Raman-gain bandwidth of ~1 GHz. In the case for optical fibers, the bandwidth exceeds 10 THz. Figure 2.18 shows the Raman-gain spectrum of silica fibers. The broadband and multipack nature of the spectrum is due to the amorphous nature of glass. More specifically, vibrational energy levels of silica molecules merge together to form a band. As a result, the Stokes frequency \(\omega_s\) can differ from the pump frequency \(\omega_p\) over a wide range. The maximum gain occurs when the Raman shift \(\Omega_R = \omega_p - \omega_s\) is about 13 THz. Another major peak occurs near 15 THz while minor peaks persist for values of \(\Omega_R\) as large as 35 THz. The peak value of the Raman gain \(g_R\) is about \(1 \times 10^{-13}\) m/W at a wavelength of 1 \(\mu\)m. This value scales linearly with \(\omega_p\) (or inversely with the pump wavelength \(\lambda_p\)), resulting in \(g_R \approx 6 \times 10^{-13}\) m/W at 1.55 \(\mu\)m.

Similar to the case of SBS, the threshold power \(P_{th}\) is defined as the incident power at which half of the pump power is transferred to the Stokes field at the output end of a fiber of length \(L\). It is estimated from [74]

\[
g_R P_{th} L_{eff}/A_{eff} \approx 16, \tag{2.6.10}
\]

where \(g_R\) is the peak value of the Raman gain. As before, \(L_{eff}\) can be approximated by \(1/\alpha\). If we replace \(A_{eff}\) by \(\pi w^2\), where \(w\) is the spot size, \(P_{th}\) for SRS is given by

\[
P_{th} \approx 16 \alpha (\pi w^2)/g_R. \tag{2.6.11}
\]

If we use \(\pi w^2 = 50 \mu\text{m}^2\) and \(\alpha = 0.2\) dB/km as the representative values, \(P_{th}\) is about 570 mW near 1.55 \(\mu\)m. It is important to emphasize that Eq. (2.6.11) provides an order-of-magnitude estimate only as many approximations are made in its derivation. As channel powers in optical communication systems are typically below 10 mW, SRS is not a limiting factor for single-channel lightwave systems. However, it affects the performance of WDM systems considerably; this aspect is covered in Chapter 8.

Both SRS and SBS can be used to advantage while designing optical communication systems because they can amplify an optical signal by transferring energy to it from a pump beam whose wavelength is suitably chosen. SRS is especially useful because of its extremely large bandwidth. Indeed, the Raman gain is used routinely for compensating fiber losses in modern lightwave systems (see Chapter 6).
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2.6.2 Nonlinear Phase Modulation

The refractive index of silica was assumed to be power independent in the discussion of fiber modes in Section 2.2. In reality, all materials behave nonlinearly at high intensities and their refractive index increases with intensity. The physical origin of this effect lies in the anharmonic response of electrons to optical fields, resulting in a nonlinear susceptibility [73]. To include nonlinear refraction, we modify the core and cladding indices of a silica fiber as [31]

\[ n_j^2 = n_j + \eta_2(P/A_{\text{eff}}), \quad j = 1, 2, \]  

(2.6.12)

where \( \eta_2 \) is the nonlinear-index coefficient, \( P \) is the optical power, and \( A_{\text{eff}} \) is the effective mode area introduced earlier. The numerical value of \( \eta_2 \) is about \( 2.6 \times 10^{-20} \text{ m}^2/\text{W} \) for silica fibers and varies somewhat with dopants used inside the core. Because of this relatively small value, the nonlinear part of the refractive index is quite small (< \( 10^{-12} \)) at a power level of 1 mW. Nevertheless, it affects modern lightwave systems considerably because of long fiber lengths. In particular, it leads to the phenomena of self- and cross-phase modulations.

Self-Phase Modulation

If we use first-order perturbation theory to see how fiber modes are affected by the nonlinear term in Eq. (2.6.12), we find that the mode shape does not change but the propagation constant becomes power dependent. It can be written as [31]

\[ \beta' = \beta + k_0 \eta_2 P/A_{\text{eff}} \equiv \beta + \gamma P, \]  

(2.6.13)

where \( \gamma = 2\pi \eta_2/(A_{\text{eff}}\lambda) \) is an important nonlinear parameter with values ranging from 1 to 5 \( \text{W}^{-1}/\text{km} \) depending on the values of \( A_{\text{eff}} \) and the wavelength. Noting that the optical phase increases linearly with \( z \) as seen in Eq. (2.4.1), the \( \gamma \) term produces a nonlinear phase shift given by

\[ \phi_{\text{NL}} = \int_0^L (\beta' - \beta) \, dz = \int_0^L \gamma P(z) \, dz = \gamma P_0 L_{\text{eff}}, \]  

(2.6.14)

where \( P(z) = P_0 \exp(-\alpha z) \) accounts for fiber losses and \( L_{\text{eff}} \) is defined in Eq. (2.6.7).

In deriving Eq. (2.6.14) \( P_0 \) was assumed to be constant. In practice, time dependence of \( P_0 \) makes \( \phi_{\text{NL}} \) to vary with time. In fact, the optical phase changes with time in exactly the same fashion as the optical signal. Since this nonlinear phase modulation is self-induced, the nonlinear phenomenon responsible for it is called self-phase modulation (SPM). It should be clear from Eq. (2.4.12) that SPM leads to frequency chirping of optical pulses. In contrast with the linear chirp considered in Section 2.4, the frequency chirp is proportional to the derivative \( dP_0/dt \) and depends on the pulse shape. Figure 2.19 shows how chirp varies with time for Gaussian \( (m = 1) \) and super-Gaussian pulses \( (m = 3) \). The SPM-induced chirp affects the pulse shape through GVD and often leads to additional pulse broadening [31]. In general, spectral broadening of the pulse induced by SPM [79] increases the signal bandwidth considerably and limits the performance of lightwave systems.
If fiber losses are compensated periodically using optical amplifiers, \( \phi_{NL} \) in Eq. (2.6.14) should be multiplied by the number of amplifiers \( N_A \) because the SPM-induced phase accumulates over multiple amplifiers. To reduce the impact of SPM in lightwave systems, it is necessary that \( \phi_{NL} \ll 1 \). If we use \( \phi_{NL} = 0.1 \) as the maximum tolerable value and replace \( L_{\text{eff}} \) by \( 1/\alpha \) for long fibers, this condition can be written as a limit on the input peak power as
\[
P_{in} < 0.1 \alpha / (\gamma N_A). 
\]
(2.6.15)
For example, if \( \gamma = 2 \, \text{W}^{-1}/\text{km}, N_A = 10, \) and \( \alpha = 0.2 \, \text{dB/km}, \) the input peak power is limited to below 2.2 mW. Clearly, SPM can be a major limiting factor for long-haul lightwave systems.

**Cross-Phase Modulation**

The intensity dependence of the refractive index in Eq. (2.6.12) can also lead to another nonlinear phenomenon known as *cross-phase modulation* (XPM). It occurs when two or more optical channels are transmitted simultaneously inside an optical fiber using the WDM technique. In such systems, the nonlinear phase shift for a specific channel depends not only on the power of that channel but also on the power of other channels [80]. The phase shift for the \( j \)th channel becomes
\[
\phi_j^{NL} = \gamma L_{\text{eff}} \left( P_j + 2 \sum_{m \neq j} P_m \right), 
\]
(2.6.16)
where the sum extends over the number of channels. The factor of 2 in Eq. (2.6.16) has its origin in the form of the nonlinear susceptibility [31] and indicates that XPM is twice as effective as SPM for the same amount of power. The total phase shift depends on the powers in all channels and would vary from bit to bit depending on the bit pattern of the neighboring channels. If we assume equal channel powers, the phase shift in the

---

**Figure 2.19**: SPM-induced frequency chirp for Gaussian (dashed curve) and super-Gaussian (solid curve) pulses.
The worst case in which all channels simultaneously carry 1 bit and all pulses overlap is given by
\[
\phi_{NL} = (\gamma/\alpha)(2M - 1)P_j.
\] (2.6.17)

It is difficult to estimate the impact of XPM on the performance of multichannel lightwave systems. The reason is that the preceding discussion has implicitly assumed that XPM acts in isolation without dispersive effects and is valid only for CW optical beams. In practice, pulses in different channels travel at different speeds. The XPM-induced phase shift can occur only when two pulses overlap in time. For widely separated channels they overlap for such a short time that XPM effects are virtually negligible. On the other hand, pulses in neighboring channels will overlap long enough for XPM effects to accumulate. These arguments show that Eq. (2.6.17) cannot be used to estimate the limiting input power.

A common method for studying the impact of SPM and XPM uses a numerical approach. Equation (2.4.9) can be generalized to include the SPM and XPM effects by adding a nonlinear term. The resulting equation is known as the nonlinear Schrödinger equation and has the form [31]
\[
\frac{\partial A}{\partial z} + i\beta_2 \frac{\partial^2 A}{\partial t^2} = -\frac{\alpha}{2} A + i\gamma |A|^2 A,
\] (2.6.18)
where we neglected the third-order dispersion and added the term containing \(\alpha\) to account for fiber losses. This equation is quite useful for designing lightwave systems and will be used in later chapters.

Since the nonlinear parameter \(\gamma\) depends inversely on the effective core area, the impact of fiber nonlinearities can be reduced considerably by enlarging \(A_{\text{eff}}\). As seen in Table 2.1, \(A_{\text{eff}}\) is about 80 \(\mu\)m\(^2\) for standard fibers but reduces to 50 \(\mu\)m\(^2\) for dispersion-shifted fibers. A new kind of fiber known as large effective-area fiber (LEAF) has been developed for reducing the impact of fiber nonlinearities. The nonlinear effects are not always detrimental for lightwave systems. Numerical solutions of Eq. (2.6.18) show that dispersion-induced broadening of optical pulses is considerably reduced in the case of anomalous dispersion [81]. In fact, an optical pulse can propagate without distortion if the peak power of the pulse is chosen to correspond to a fundamental soliton. Solitons and their use for communication systems are discussed in Chapter 9.

### 2.6.3 Four-Wave Mixing

The power dependence of the refractive index seen in Eq. (2.6.12) has its origin in the third-order nonlinear susceptibility denoted by \(\chi^{(3)}\) [73]. The nonlinear phenomenon, known as four-wave mixing (FWM), also originates from \(\chi^{(3)}\). If three optical fields with carrier frequencies \(\omega_1\), \(\omega_2\), and \(\omega_3\) copropagate inside the fiber simultaneously, \(\chi^{(3)}\) generates a fourth field whose frequency \(\omega_4\) is related to other frequencies by a relation \(\omega_4 = \omega_1 \pm \omega_2 \pm \omega_3\). Several frequencies corresponding to different plus and minus sign combinations are possible in principle. In practice, most of these combinations do not build up because of a phase-matching requirement [31]. Frequency combinations of the form \(\omega_4 = \omega_1 + \omega_2 - \omega_3\) are often troublesome for multichannel communication systems since they can become nearly phase-matched when channel
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wavelengths lie close to the zero-dispersion wavelength. In fact, the degenerate FWM process for which \( \omega_1 = \omega_2 \) is often the dominant process and impacts the system performance most.

On a fundamental level, a FWM process can be viewed as a scattering process in which two photons of energies \( h\omega_1 \) and \( h\omega_2 \) are destroyed, and their energy appears in the form of two new photons of energies \( h\omega_3 \) and \( h\omega_4 \). The phase-matching condition then stems from the requirement of momentum conservation. Since all four waves propagate in the same direction, the phase mismatch can be written as

\[
\Delta = \beta_1(\omega_3) + \beta_1(\omega_2) - \beta_1(\omega_1) - \beta_1(\omega_2),
\]

(2.6.19)

where \( \beta_1(\omega) \) is the propagation constant for an optical field with frequency \( \omega \). In the degenerate case, \( \omega_2 = \omega_1 \), \( \omega_3 = \omega_1 + \Omega \), and \( \omega_4 = \omega_1 - \Omega \), where \( \Omega \) represents the channel spacing. Using the Taylor expansion in Eq. (2.4.4), we find that the \( \beta_0 \) and \( \beta_{1} \) terms cancel, and the phase mismatch is simply \( \Delta = \beta_2 \Omega^2 \). The FWM process is completely phase matched when \( \beta_2 = 0 \). When \( \beta_2 \) is small (<1 ps²/km) and channel spacing is also small (\( \Omega < 100 \) GHz), this process can still occur and transfer power from each channel to its nearest neighbors. Such a power transfer not only results in the power loss for the channel but also induces interchannel crosstalk that degrades the system performance severely. Modern WDM systems avoid FWM by using the technique of dispersion management in which GVD is kept locally high in each fiber section even though it is low on average (see Chapter 7). Commercial dispersion-shifted fibers are designed with a dispersion of about 4 ps/(km-nm), a value found large enough to suppress FWM.

FWM can also be useful in designing lightwave systems. It is often used for demultiplexing individual channels when time-division multiplexing is used in the optical domain. It can also be used for wavelength conversion. FWM in optical fibers is sometimes used for generating a spectrally inverted signal through the process of optical phase conjugation. As discussed in Chapter 7, this technique is useful for dispersion compensation.

2.7 Fiber Manufacturing

The final section is devoted to the engineering aspects of optical fibers. Manufacturing of fiber cables, suitable for installation in an actual lightwave system, involves sophisticated technology with attention to many practical details. Since such details are available in several texts [12]–[17], the discussion here is intentionally brief.

2.7.1 Design Issues

In its simplest form, a step-index fiber consists of a cylindrical core surrounded by a cladding layer whose index is slightly lower than the core. Both core and cladding use silica as the base material; the difference in the refractive indices is realized by doping the core, or the cladding, or both. Dopants such as GeO₂ and P₂O₅ increase the refractive index of silica and are suitable for the core. On the other hand, dopants such as B₂O₃ and fluorine decrease the refractive index of silica and are suitable for
the cladding. The major design issues are related to the refractive-index profile, the amount of dopants, and the core and cladding dimensions [82]–[86]. The diameter of the outermost cladding layer has the standard value of 125 μm for all communication-grade fibers.

Figure 2.20 shows typical index profiles that have been used for different kinds of fibers. The top row corresponds to standard fibers which are designed to have minimum dispersion near 1.3 μm with a cutoff wavelength in the range 1.1–1.2 μm. The simplest design [Fig. 2.20(a)] consists of a pure-silica cladding and a core doped with GeO₂ to obtain Δ ≈ 3 × 10⁻³. A commonly used variation [Fig. 2.20(b)] lowers the cladding index over a region adjacent to the core by doping it with fluorine. It is also possible to have an undoped core by using a design shown in Fig. 2.20(c). The fibers of this kind are referred to as doubly clad or depressed-cladding fibers [82]. They are also called W fibers, reflecting the shape of the index profile. The bottom row in Fig. 2.20 shows three index profiles used for dispersion-shifted fibers for which the zero-dispersion wavelength is chosen in the range 1.45–1.60 μm (see Table 2.1). A triangular index profile with a depressed or raised cladding is often used for this purpose [83]–[85]. The refractive indices and the thickness of different layers are optimized to design a fiber with desirable dispersion characteristics [86]. Sometimes as many as four cladding layers are used for dispersion-flattened fibers (see Fig. 2.11).

2.7.2 Fabrication Methods

Fabrication of telecommunication-grade silica fibers involves two stages. In the first stage, a vapor-deposition method is used to make a cylindrical preform with the desired refractive-index profile. The preform is typically 1 m long and 2 cm in diameter and contains core and cladding layers with correct relative dimensions. In the second stage, the preform is drawn into a fiber by using a precision-feed mechanism that feeds the preform into a furnace at the proper speed.
Several methods can be used to make the preform. The three commonly used methods [87]–[89] are modified chemical-vapor deposition (MCVD), outside-vapor deposition (OVD), and vapor-axial deposition (VAD). Figure 2.21 shows a schematic diagram of the MCVD process. In this process, successive layers of SiO$_2$ are deposited on the inside of a fused silica tube by mixing the vapors of SiCl$_4$ and O$_2$ at a temperature of about 1800°C. To ensure uniformity, a multiburner torch is moved back and forth across the tube length using an automatic translation stage. The refractive index of the cladding layers is controlled by adding fluorine to the tube. When a sufficient cladding thickness has been deposited, the core is formed by adding the vapors of GeCl$_4$ or POCl$_3$. These vapors react with oxygen to form the dopants GeO$_2$ and P$_2$O$_5$:

$$\text{GeCl}_4 + \text{O}_2 \rightarrow \text{GeO}_2 + 2\text{Cl}_2,$$
$$4\text{POCl}_3 + 3\text{O}_2 \rightarrow 2\text{P}_2\text{O}_5 + 6\text{Cl}_2.$$  

The flow rate of GeCl$_4$ or POCl$_3$ determines the amount of dopant and the corresponding increase in the refractive index of the core. A triangular-index core can be fabricated simply by varying the flow rate from layer to layer. When all layers forming the core have been deposited, the torch temperature is raised to collapse the tube into a solid rod of preform.

The MCVD process is also known as the inner-vapor-deposition method, as the core and cladding layers are deposited inside a silica tube. In a related process, known as the plasma-activated chemical vapor deposition process [90], the chemical reaction is initiated by a microwave plasma. By contrast, in the OVD and VAD processes the core and cladding layers are deposited on the outside of a rotating mandrel by using the technique of flame hydrolysis. The mandrel is removed prior to sintering. The porous soot boule is then placed in a sintering furnace to form a glass boule. The central hole allows an efficient way of reducing water vapors through dehydration in a controlled atmosphere of Cl$_2$–He mixture, although it results in a central dip in the index profile. The dip can be minimized by closing the hole during sintering.

The fiber drawing step is essentially the same irrespective of the process used to make the preform [91]. Figure 2.22 shows the drawing apparatus schematically. The preform is fed into a furnace in a controlled manner where it is heated to a temperature of about 2000°C. The melted preform is drawn into a fiber by using a precision-feed mechanism. The fiber diameter is monitored optically by diffracting light emitted by a laser from the fiber. A change in the diameter changes the diffraction pattern, which
in turn changes the photodiode current. This current change acts as a signal for a servocontrol mechanism that adjusts the winding rate of the fiber. The fiber diameter can be kept constant to within 0.1% by this technique. A polymer coating is applied to the fiber during the drawing step. It serves a dual purpose, as it provides mechanical protection and preserves the transmission properties of the fiber. The diameter of the coated fiber is typically 250 μm, although it can be as large as 900 μm when multiple coatings are used. The tensile strength of the fiber is monitored during its winding on the drum. The winding rate is typically 0.2–0.5 m/s. Several hours are required to convert a single preform into a fiber of about 5 km length. This brief discussion is intended to give a general idea. The fabrication of optical fiber generally requires attention to a large number of engineering details discussed in several texts [17].

2.7.3 Cables and Connectors

Cabling of fibers is necessary to protect them from deterioration during transportation and installation [92]. Cable design depends on the type of application. For some
applications it may be enough to buffer the fiber by placing it inside a plastic jacket. For others the cable must be made mechanically strong by using strengthening elements such as steel rods.

A light-duty cable is made by surrounding the fiber by a buffer jacket of hard plastic. Figure 2.23 shows three simple cable designs. A tight jacket can be provided by applying a buffer plastic coating of 0.5–1 mm thickness on top of the primary coating applied during the drawing process. In an alternative approach the fiber lies loosely inside a plastic tube. Microbending losses are nearly eliminated in this loose-tube construction, since the fiber can adjust itself within the tube. This construction can also be used to make multifiber cables by using a slotted tube with a different slot for each fiber.

Heavy-duty cables use steel or a strong polymer such as Kevlar to provide the mechanical strength. Figure 2.24 shows schematically three kinds of cables. In the loose-tube construction, fiberglass rods embedded in polyurethane and a Kevlar jacket provide the necessary mechanical strength (left drawing). The same design can be extended to multifiber cables by placing several loose-tube fibers around a central steel core (middle drawing). When a large number of fibers need to be placed inside a single cable, a ribbon cable is used (right drawing). The ribbon is manufactured by packaging typically 12 fibers between two polyester tapes. Several ribbons are then stacked into a
rectangular array which is placed inside a polyethylene tube. The mechanical strength is provided by using steel rods in the two outermost polyethylene jackets. The outer diameter of such fiber cables is about 1–1.5 cm.

Connectors are needed to use optical fibers in an actual communication system. They can be divided into two categories. A permanent joint between two fibers is known as a fiber splice, and a detachable connection between them is realized by using a fiber connector. Connectors are used to link fiber cable with the transmitter (or the receiver), while splices are used to join fiber segments (usually 5–10 km long). The main issue in the use of splices and connectors is related to the loss. Some power is always lost, as the two fiber ends are never perfectly aligned in practice. Splice losses below 0.1 dB are routinely realized by using the technique of fusion splicing [93]. Connector losses are generally larger. State-of-the-art connectors provide an average loss of about 0.3 dB [94]. The technology behind the design of splices and connectors is quite sophisticated. For details, the reader is referred to Ref. [95], a book devoted entirely to this issue.

Problems

2.1 A multimode fiber with a 50-μm core diameter is designed to limit the intermodal dispersion to 10 nsw/km. What is the numerical aperture of this fiber? What is the limiting bit rate for transmission over 10 km at 0.88 μm? Use 1.45 for the refractive index of the cladding.

2.2 Use the ray equation in the paraxial approximation [Eq. (2.1.8)] to prove that intermodal dispersion is zero for a graded-index fiber with a quadratic index profile.

2.3 Use Maxwell’s equations to express the field components $E_p$, $E_\phi$, $H_p$, and $H_\phi$ in terms of $E_z$ and $H_z$ and obtain Eqs. (2.2.29)–(2.2.32).

2.4 Derive the eigenvalue equation (2.2.33) by matching the boundary conditions at the core–cladding interface of a step-index fiber.

2.5 A single-mode fiber has an index step $n_1 - n_2 = 0.005$. Calculate the core radius if the fiber has a cutoff wavelength of 1 μm. Estimate the spot size (FWHM) of the fiber mode and the fraction of the mode power inside the core when this fiber is used at 1.3 μm. Use $n_1 = 1.45$.

2.6 A 1.55-μm unchirped Gaussian pulse of 100-ps width (FWHM) is launched into a single-mode fiber. Calculate its FWHM after 50 km if the fiber has a dispersion of 16 ps/(km-nm). Neglect the source spectral width.

2.7 Derive an expression for the confinement factor $\Gamma$ of single-mode fibers defined as the fraction of the total mode power contained inside the core. Use the Gaussian approximation for the fundamental fiber mode. Estimate $\Gamma$ for $V = 2$.

2.8 A single-mode fiber is measured to have $\lambda^2(d^2n/d\lambda^2) = 0.02$ at 0.8 μm. Calculate the dispersion parameters $\beta_2$ and $D$. 

2.9 Show that a chirped Gaussian pulse is compressed initially inside a single-mode fiber when $\beta_2 C < 0$. Derive expressions for the minimum width and the fiber length at which the minimum occurs.

2.10 Estimate the limiting bit rate for a 60-km single-mode fiber link at 1.3- and 1.55-μm wavelengths assuming transform-limited, 50-ps (FWHM) input pulses. Assume that $\beta_2 = 0$ and $-20 \, \text{ps}^2/\text{km}$ and $\beta_3 = 0.1 \, \text{ps}^3/\text{km}$ and 0 at 1.3- and 1.55-μm wavelengths, respectively. Also assume that $V_w \ll 1$.

2.11 A 0.88-μm communication system transmits data over a 10-km single-mode fiber by using 10-ns (FWHM) pulses. Determine the maximum bit rate if the LED has a spectral FWHM of 30 nm. Use $D = -80 \, \text{ps}/(\text{km-nm})$.

2.12 Use Eq. (2.4.23) to prove that the bit rate of an optical communication system operating at the zero-dispersion wavelength is limited by $BL|S|\sigma_2^2 < 1/\sqrt{8}$, where $S = dD/d\lambda$, and $\sigma_2$ is the RMS spectral width of the Gaussian source spectrum. Assume that $C = 0$ and $V_w \gg 1$ in the general expression of the output pulse width.

2.13 Repeat Problem 2.12 for the case of a single-mode semiconductor laser for which $V_w \ll 1$ and show that the bit rate is limited by $B(|\beta_3|L)^{1/2} < 0.324$. What is the limiting bit rate for $L = 100 \, \text{km}$ if $\beta_3 = 0.1 \, \text{ps}^3/\text{km}$?

2.14 An optical communication system is operating with chirped Gaussian input pulses. Assume that $\beta_2 = 0$ and $V_w \ll 1$ in Eq. (2.4.23) and obtain a condition on the bit rate in terms of the parameters $C$, $\beta_2$, and $L$.

2.15 A 1.55-μm optical communication system operating at 5 Gb/s is using Gaussian pulses of width 100 ps (FWHM) chirped such that $C = -6$. What is the dispersion-limited maximum fiber length? How much will it change if the pulses were unchirped? Neglect laser linewidth and assume that $\beta_2 = -20 \, \text{ps}^2/\text{km}$.

2.16 A 1.3-μm lightwave system uses a 50-km fiber link and requires at least 0.3 μW at the receiver. The fiber loss is 0.5 dB/km. Fiber is spliced every 5 km and has two connectors of 1-dB loss at both ends. Splice loss is only 0.2 dB. Determine the minimum power that must be launched into the fiber.

2.17 A 1.55-μm continuous-wave signal with 6-dBm power is launched into a fiber with 50-μm$^2$ effective mode area. After what fiber length would the nonlinear phase shift induced by SPM become 2π? Assume $\bar{n}_2 = 2.6 \times 10^{-20} \, \text{m}^2/\text{W}$ and neglect fiber losses.

2.18 Calculate the threshold power for stimulated Brillouin scattering for a 50-km fiber link operating at 1.3 μm and having a loss of 0.5 dB/km. How much does the threshold power change if the operating wavelength is changed to 1.55 μm, where the fiber loss is only 0.2 dB/km? Assume $\Lambda_{\text{eff}} = 50 \, \mu\text{m}^2$ and $g_B = 5 \times 10^{-11} \, \text{m}/\text{W}$ at both wavelengths.

2.19 Calculate the power launched into a 40-km-long single-mode fiber for which the SPM-induced nonlinear phase shift becomes 180°. Assume $\lambda = 1.55 \, \mu\text{m}$, $\Lambda_{\text{eff}} = 40 \, \mu\text{m}^2$, $\alpha = 0.2 \, \text{dB/km}$, and $\bar{n}_2 = 2.6 \times 10^{-20} \, \text{m}^2/\text{W}$.
2.20 Find the maximum frequency shift occurring because of the SPM-induced chirp imposed on a Gaussian pulse of 20-ps width (FWHM) and 5-mW peak power after it has propagated 100 km. Use the fiber parameters of the preceding problem but assume \( \alpha = 0 \).

References

REFERENCES

Chapter 3

Optical Transmitters

The role of the optical transmitter is to convert an electrical input signal into the corresponding optical signal and then launch it into the optical fiber serving as a communication channel. The major component of optical transmitters is an optical source. Fiber-optic communication systems often use semiconductor optical sources such as light-emitting diodes (LEDs) and semiconductor lasers because of several inherent advantages offered by them. Some of these advantages are compact size, high efficiency, good reliability, right wavelength range, small emissive area compatible with fiber-core dimensions, and possibility of direct modulation at relatively high frequencies. Although the operation of semiconductor lasers was demonstrated as early as 1962, their use became practical only after 1970, when semiconductor lasers operating continuously at room temperature became available [1]. Since then, semiconductor lasers have been developed extensively because of their importance for optical communications. They are also known as laser diodes or injection lasers, and their properties have been discussed in several recent books [2]–[16]. This chapter is devoted to LEDs and semiconductor lasers and their applications in lightwave systems. After introducing the basic concepts in Section 3.1, LEDs are covered in Section 3.2, while Section 3.3 focuses on semiconductor lasers. We describe single-mode semiconductor lasers in Section 3.4 and discuss their operating characteristics in Section 3.5. The design issues related to optical transmitters are covered in Section 3.6.

3.1 Basic Concepts

Under normal conditions, all materials absorb light rather than emit it. The absorption process can be understood by referring to Fig. 3.1, where the energy levels $E_1$ and $E_2$ correspond to the ground state and the excited state of atoms of the absorbing medium. If the photon energy $h\nu$ of the incident light of frequency $\nu$ is about the same as the energy difference $E_2 - E_1$, the photon is absorbed by the atom, which ends up in the excited state. Incident light is attenuated as a result of many such absorption events occurring inside the medium.
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Figure 3.1: Three fundamental processes occurring between the two energy states of an atom: (a) absorption; (b) spontaneous emission; and (c) stimulated emission.

The excited atoms eventually return to their normal “ground” state and emit light in the process. Light emission can occur through two fundamental processes known as spontaneous emission and stimulated emission. Both are shown schematically in Fig. 3.1. In the case of spontaneous emission, photons are emitted in random directions with no phase relationship among them. Stimulated emission, by contrast, is initiated by an existing photon. The remarkable feature of stimulated emission is that the emitted photon matches the original photon not only in energy (or in frequency), but also in its other characteristics, such as the direction of propagation. All lasers, including semiconductor lasers, emit light through the process of stimulated emission and are said to emit coherent light. In contrast, LEDs emit light through the incoherent process of spontaneous emission.

3.1.1 Emission and Absorption Rates

Before discussing the emission and absorption rates in semiconductors, it is instructive to consider a two-level atomic system interacting with an electromagnetic field through transitions shown in Fig. 3.1. If $N_1$ and $N_2$ are the atomic densities in the ground and the excited states, respectively, and $\rho_{\text{ph}}(v)$ is the spectral density of the electromagnetic energy, the rates of spontaneous emission, stimulated emission, and absorption can be written as [17]

$$R_{\text{spon}} = AN_2, \quad R_{\text{dim}} = BN_2\rho_{\text{em}}, \quad R_{\text{abs}} = B'N_1\rho_{\text{em}},$$ (3.1.1)

where $A$, $B$, and $B'$ are constants. In thermal equilibrium, the atomic densities are distributed according to the Boltzmann statistics [18], i.e.,

$$N_2/N_1 = \exp(-E_g/k_BT) = \exp(-hv/k_BT),$$ (3.1.2)

where $k_B$ is the Boltzmann constant and $T$ is the absolute temperature. Since $N_1$ and $N_2$ do not change with time in thermal equilibrium, the upward and downward transition rates should be equal, or

$$AN_2 + BN_2\rho_{\text{em}} = B'N_1\rho_{\text{em}}.$$ (3.1.3)

By using Eq. (3.1.2) in Eq. (3.1.3), the spectral density $\rho_{\text{em}}$ becomes

$$\rho_{\text{em}} = \frac{A/B}{(B'/B)\exp(hv/k_BT) - 1}.$$ (3.1.4)
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In thermal equilibrium, $\rho_{em}$ should be identical with the spectral density of blackbody radiation given by Planck’s formula [18]

$$\rho_{em} = \frac{8\pi \hbar^3 / c^3}{\exp(hv/k_B T) - 1}.$$  \hspace{1cm} (3.1.5)

A comparison of Eqs. (3.1.4) and (3.1.5) provides the relations

$$A = (8\pi \hbar^3 / c^3)B; \quad B' = B.$$  \hspace{1cm} (3.1.6)

These relations were first obtained by Einstein [17]. For this reason, $A$ and $B$ are called Einstein’s coefficients.

Two important conclusions can be drawn from Eqs. (3.1.1)-(3.1.6). First, $R_{spon}$ can exceed $R_{stim}$ and $R_{abs}$ considerably if $k_B T > \hbar v$. Thermal sources operate in this regime. Second, for radiation in the visible or near-infrared region ($hv \approx 1$ eV), spontaneous emission always dominates over stimulated emission in thermal equilibrium at room temperature ($k_B T \approx 25$ meV) because

$$R_{stim}/R_{spon} = [\exp(hv/k_B T) - 1]^{-1} \ll 1.$$  \hspace{1cm} (3.1.7)

Thus, all lasers must operate away from thermal equilibrium. This is achieved by pumping lasers with an external energy source.

Even for an atomic system pumped externally, stimulated emission may not be the dominant process since it has to compete with the absorption process. $R_{stim}$ can exceed $R_{abs}$ only when $N_2 > N_1$. This condition is referred to as population inversion and is never realized for systems in thermal equilibrium [see Eq. (3.1.2)]. Population inversion is a prerequisite for laser operation. In atomic systems, it is achieved by using three- and four-level pumping schemes [18] such that an external energy source raises the atomic population from the ground state to an excited state lying above the energy state $E_2$ in Fig. 3.1.

The emission and absorption rates in semiconductors should take into account the energy bands associated with a semiconductor [5]. Figure 3.2 shows the emission process schematically using the simplest band structure, consisting of parabolic conduction and valence bands in the energy-wave-vector space ($E$-$k$ diagram). Spontaneous emission can occur only if the energy state $E_2$ is occupied by an electron and the energy state $E_1$ is empty (i.e., occupied by a hole). The occupation probability for electrons in the conduction and valence bands is given by the Fermi–Dirac distributions [5]

$$f_c(E_2) = \left\{ 1 + \exp[(E_2 - E_{fc})/k_B T] \right\}^{-1},$$  \hspace{1cm} (3.1.8)

$$f_v(E_1) = \left\{ 1 + \exp[(E_1 - E_{fv})/k_B T] \right\}^{-1},$$  \hspace{1cm} (3.1.9)

where $E_{fc}$ and $E_{fv}$ are the Fermi levels. The total spontaneous emission rate at a frequency $\omega$ is obtained by summing over all possible transitions between the two bands such that $E_2 - E_1 = E_{em} = \hbar \omega$, where $\omega = 2\pi v$, $\hbar = h/2\pi$, and $E_{em}$ is the energy of the emitted photon. The result is

$$R_{spon}(\omega) = \int_{E_c} \rho_{c}(E_2) f_c(E_2) [1 - f_c(E_1)] \rho_{v} dE_2.$$  \hspace{1cm} (3.1.10)
Figure 3.2: Conduction and valence bands of a semiconductor. Electrons in the conduction band and holes in the valence band can recombine and emit a photon through spontaneous emission as well as through stimulated emission.

where $\rho_{cv}$ is the joint density of states, defined as the number of states per unit volume per unit energy range, and is given by [18]

$$\rho_{cv} = \frac{(2m)^{3/2}}{2\pi^2 h^3} (\hbar \omega - E_g)^{1/2}.$$  \hspace{1cm} (3.1.11)

In this equation, $E_g$ is the bandgap and $m_r$ is the reduced mass, defined as $m_r = \frac{m_e m_v}{m_e + m_v}$, where $m_e$ and $m_v$ are the effective masses of electrons and holes in the conduction and valence bands, respectively. Since $\rho_{cv}$ is independent of $E_2$ in Eq. (3.1.10), it can be taken outside the integral. By contrast, $A(E_1, E_2)$ generally depends on $E_2$ and is related to the momentum matrix element in a semiclassical perturbation approach commonly used to calculate it [2].

The stimulated emission and absorption rates can be obtained in a similar manner and are given by

$$R_{\text{sim}}(\omega) = \int_{E_{c}}^{E_{v}} B(E_1, E_2) f_c(E_2) [1 - f_v(E_1)] \rho_{cv} \rho_{em} dE_2,$$  \hspace{1cm} (3.1.12)

$$R_{\text{abs}}(\omega) = \int_{E_{c}}^{E_{v}} B(E_1, E_2) f_v(E_1) [1 - f_c(E_2)] \rho_{cv} \rho_{em} dE_2,$$  \hspace{1cm} (3.1.13)

where $\rho_{em}(\omega)$ is the spectral density of photons introduced in a manner similar to Eq. (3.1.1). The population-inversion condition $R_{\text{sim}} > R_{\text{abs}}$ is obtained by comparing Eqs. (3.1.12) and (3.1.13), resulting in $f_c(E_2) > f_v(E_1)$. If we use Eqs. (3.1.8) and (3.1.9), this condition is satisfied when

$$E_{fc} - E_{fv} > E_2 - E_1 > E_g.$$  \hspace{1cm} (3.1.14)
Since the minimum value of $E_2 - E_1$ equals $E_g$, the separation between the Fermi levels must exceed the bandgap for population inversion to occur [19]. In thermal equilibrium, the two Fermi levels coincide ($E_{fc} = E_{fs}$). They can be separated by pumping energy into the semiconductor from an external energy source. The most convenient way for pumping a semiconductor is to use a forward-biased $p$-$n$ junction.

3.1.2 $p$-$n$ Junctions

At the heart of a semiconductor optical source is the $p$-$n$ junction, formed by bringing a $p$-type and an $n$-type semiconductor into contact. Recall that a semiconductor is made $n$-type or $p$-type by doping it with impurities whose atoms have an excess valence electron or one less electron compared with the semiconductor atoms. In the case of $n$-type semiconductor, the excess electrons occupy the conduction-band states, normally empty in undoped (intrinsic) semiconductors. The Fermi level, lying in the middle of the bandgap for intrinsic semiconductors, moves toward the conduction band as the dopant concentration increases. In a heavily doped $n$-type semiconductor, the Fermi level $E_{fc}$ lies inside the conduction band; such semiconductors are said to be degenerate. Similarly, the Fermi level $E_{fs}$ moves toward the valence band for $p$-type semiconductors and lies inside it under heavy doping. In thermal equilibrium, the Fermi level must be continuous across the $p$-$n$ junction. This is achieved through diffusion of electrons and holes across the junction. The charged impurities left behind set up an electric field strong enough to prevent further diffusion of electrons and holes under equilibrium conditions. This field is referred to as the built-in electric field. Figure 3.3(a) shows the energy-band diagram of a $p$-$n$ junction in thermal equilibrium and under forward bias.

When a $p$-$n$ junction is forward biased by applying an external voltage, the built-in electric field is reduced. This reduction results in diffusion of electrons and holes across the junction. An electric current begins to flow as a result of carrier diffusion. The current $I$ increases exponentially with the applied voltage $V$ according to the well-known relation [5]

$$I = I_s [\exp(qV/k_BT) - 1],$$

(3.1.15)

where $I_s$ is the saturation current and depends on the diffusion coefficients associated with electrons and holes. As seen in Fig. 3.3(a), in a region surrounding the junction (known as the depletion width), electrons and holes are present simultaneously when the $p$-$n$ junction is forward biased. These electrons and holes can recombine through spontaneous or stimulated emission and generate light in a semiconductor optical source.

The $p$-$n$ junction shown in Fig. 3.3(a) is called the homojunction, since the same semiconductor material is used on both sides of the junction. A problem with the homojunction is that electron–hole recombination occurs over a relatively wide region ($\sim 1–10 \mu$m) determined by the diffusion length of electrons and holes. Since the carriers are not confined to the immediate vicinity of the junction, it is difficult to realize high carrier densities. This carrier-confinement problem can be solved by sandwiching a thin layer between the $p$-type and $n$-type layers such that the bandgap of the sandwiched layer is smaller than the layers surrounding it. The middle layer may or may
not be doped, depending on the device design; its role is to confine the carriers injected inside it under forward bias. The carrier confinement occurs as a result of bandgap discontinuity at the junction between two semiconductors which have the same crystalline structure (the same lattice constant) but different bandgaps. Such junctions are called heterojunctions, and such devices are called double heterostructures. Since the thickness of the sandwiched layer can be controlled externally (typically, \( \sim 0.1 \ \mu m \)), high carrier densities can be realized at a given injection current. Figure 3.3(b) shows the energy-band diagram of a double heterostructure with and without forward bias.

The use of a heterostructure geometry for semiconductor optical sources is doubly beneficial. As already mentioned, the bandgap difference between the two semiconductors helps to confine electrons and holes to the middle layer, also called the active layer since light is generated inside it as a result of electron–hole recombination. However, the active layer also has a slightly larger refractive index than the surrounding p-type and n-type cladding layers simply because its bandgap is smaller. As a result of the refractive-index difference, the active layer acts as a dielectric waveguide and supports optical modes whose number can be controlled by changing the active-layer thickness (similar to the modes supported by a fiber core). The main point is that a heterostructure confines the generated light to the active layer because of its higher refractive index. Figure 3.4 illustrates schematically the simultaneous confinement of charge carriers and the optical field to the active region through a heterostructure design. It is this feature that has made semiconductor lasers practical for a wide variety of applications.
3.1. Basic Concepts

Figure 3.4: Simultaneous confinement of charge carriers and optical field in a double-heterostructure design. The active layer has a lower bandgap and a higher refractive index than those of p-type and n-type cladding layers.

3.1.3 Nonradiative Recombination

When a p–n junction is forward-biased, electrons and holes are injected into the active region, where they recombine to produce light. In any semiconductor, electrons and holes can also recombine nonradiatively. Nonradiative recombination mechanisms include recombination at traps or defects, surface recombination, and the Auger recombination [5]. The last mechanism is especially important for semiconductor lasers emitting light in the wavelength range 1.3–1.6 μm because of a relatively small bandgap of the active layer [2]. In the Auger recombination process, the energy released during electron–hole recombination is given to another electron or hole as kinetic energy rather than producing light.

From the standpoint of device operation, all nonradiative processes are harmful, as they reduce the number of electron–hole pairs that emit light. Their effect is quantified through the internal quantum efficiency, defined as

$$\eta_{\text{int}} = \frac{R_{\text{tr}}}{R_{\text{tot}}} = \frac{R_{\text{tr}}}{R_{\text{tr}} + R_{\text{nr}}}$$

(3.1.16)

where $R_{\text{tr}}$ is the radiative recombination rate, $R_{\text{nr}}$ is the nonradiative recombination
rate, and \( R_{\text{tot}} = R_{\text{tr}} + R_{\text{nr}} \) is the total recombination rate. It is customary to introduce the recombination times \( \tau_{\text{tr}} \) and \( \tau_{\text{nr}} \) using \( R_{\text{tr}} = N / \tau_{\text{tr}} \) and \( R_{\text{nr}} = N / \tau_{\text{nr}} \), where \( N \) is the carrier density. The internal quantum efficiency is then given by

\[
\eta_{\text{int}} = \frac{\tau_{\text{nr}}}{\tau_{\text{tr}} + \tau_{\text{nr}}}. \tag{3.1.17}
\]

The radiative and nonradiative recombination times vary from semiconductor to semiconductor. In general, \( \tau_{\text{tr}} \) and \( \tau_{\text{nr}} \) are comparable for direct-bandgap semiconductors, whereas \( \tau_{\text{nr}} \) is a small fraction (\( \approx 10^{-5} \)) of \( \tau_{\text{tr}} \) for semiconductors with an indirect bandgap. A semiconductor is said to have a direct bandgap if the conduction-band minimum and the valence-band maximum occur for the same value of the electron wave vector (see Fig. 3.2). The probability of radiative recombination is large in such semiconductors, since it is easy to conserve both energy and momentum during electron–hole recombination. By contrast, indirect-bandgap semiconductors require the assistance of a phonon for conserving momentum during electron–hole recombination. This feature reduces the probability of radiative recombination and increases \( \tau_{\text{tr}} \) considerably compared with \( \tau_{\text{nr}} \) in such semiconductors. As evident from Eq. (3.1.17), \( \eta_{\text{int}} \ll 1 \) under such conditions. Typically, \( \eta_{\text{int}} \approx 10^{-5} \) for Si and Ge, the two semiconductors commonly used for electronic devices. Both are not suitable for optical sources because of their indirect bandgap. For direct-bandgap semiconductors such as GaAs and InP, \( \eta_{\text{int}} \approx 0.5 \) and approaches 1 when stimulated emission dominates.

The radiative recombination rate can be written as \( R_{\text{tr}} = R_{\text{sp}} + R_{\text{stim}} \) when radiative recombination occurs through spontaneous as well as stimulated emission. For LEDs, \( R_{\text{stim}} \) is negligible compared with \( R_{\text{sp}} \), and \( R_{\text{tr}} \) in Eq. (3.1.16) is replaced with \( R_{\text{sp}} \). Typically, \( R_{\text{sp}} \) and \( R_{\text{nr}} \) are comparable in magnitude, resulting in an internal quantum efficiency of about 50%. However, \( \eta_{\text{int}} \) approaches 100% for semiconductor lasers as stimulated emission begins to dominate with an increase in the output power.

It is useful to define a quantity known as the carrier lifetime \( \tau_c \), such that it represents the total recombination time of charged carriers in the absence of stimulated recombination. It is defined by the relation

\[
R_{\text{sp}} + R_{\text{nr}} = N / \tau_c, \tag{3.1.18}
\]

where \( N \) is the carrier density. If \( R_{\text{sp}} \) and \( R_{\text{nr}} \) vary linearly with \( N \), \( \tau_c \) becomes a constant. In practice, both of them increase nonlinearly with \( N \) such that \( R_{\text{sp}} + R_{\text{nr}} = A_{\text{nr}} N + BN^2 + CN^3 \), where \( A_{\text{nr}} \) is the nonradiative coefficient due to recombination at defects or traps, \( B \) is the spontaneous radiative recombination coefficient, and \( C \) is the Auger coefficient. The carrier lifetime then becomes \( N \)-dependent and is obtained by using \( \tau_c^{-1} = A_{\text{nr}} + BN + CN^2 \). In spite of its \( N \) dependence, the concept of carrier lifetime \( \tau_c \) is quite useful in practice.

### 3.1.4 Semiconductor Materials

Almost any semiconductor with a direct bandgap can be used to make a \( p-n \) homojunction capable of emitting light through spontaneous emission. The choice is, however, considerably limited in the case of heterostructure devices because their performance
Figure 3.5: Lattice constants and bandgap energies of ternary and quaternary compounds formed by using nine group III–V semiconductors. Shaded area corresponds to possible InGaAsP and AlGaAs structures. Horizontal lines passing through InP and GaAs show the lattice-matched designs. (After Ref. [18]; ©1991 Wiley; reprinted with permission.)

depends on the quality of the heterojunction interface between two semiconductors of different bandgaps. To reduce the formation of lattice defects, the lattice constant of the two materials should match to better than 0.1%. Nature does not provide semiconductors whose lattice constants match to such precision. However, they can be fabricated artificially by forming ternary and quaternary compounds in which a fraction of the lattice sites in a naturally occurring binary semiconductor (e.g., GaAs) is replaced by other elements. In the case of GaAs, a ternary compound Al$_x$Ga$_{1-x}$As can be made by replacing a fraction $x$ of Ga atoms by Al atoms. The resulting semiconductor has nearly the same lattice constant, but its bandgap increases. The bandgap depends on the fraction $x$ and can be approximated by a simple linear relation [2]

$$E_g(x) = 1.424 + 1.247x \quad (0 < x < 0.45),$$

where $E_g$ is expressed in electron-volt (eV) units.

Figure 3.5 shows the interrelationship between the bandgap $E_g$ and the lattice constant $\alpha$ for several ternary and quaternary compounds. Solid dots represent the binary semiconductors, and lines connecting them corresponds to ternary compounds. The dashed portion of the line indicates that the resulting ternary compound has an indirect bandgap. The area of a closed polygon corresponds to quaternary compounds. The
bandgap is not necessarily direct for such semiconductors. The shaded area in Fig. 3.5 represents the ternary and quaternary compounds with a direct bandgap formed by using the elements indium (In), gallium (Ga), arsenic (As), and phosphorus (P).

The horizontal line connecting GaAs and AlAs corresponds to the ternary compound Al$_x$Ga$_{1-x}$As, whose bandgap is direct for values of $x$ up to about 0.45 and is given by Eq. (3.1.19). The active and cladding layers are formed such that $x$ is larger for the cladding layers compared with the value of $x$ for the active layer. The wavelength of the emitted light is determined by the bandgap since the photon energy is approximately equal to the bandgap. By using $E_g \approx h\nu = hc/\lambda$, one finds that $\lambda \approx 0.87 \, \mu m$ for an active layer made of GaAs ($E_g = 1.424$ eV). The wavelength can be reduced to about 0.81 $\mu$m by using an active layer with $x = 0.1$. Optical sources based on GaAs typically operate in the range 0.81–0.87 $\mu$m and were used in the first generation of fiber-optic communication systems.

As discussed in Chapter 2, it is beneficial to operate lightwave systems in the wavelength range 1.3–1.6 $\mu$m, where both dispersion and loss of optical fibers are considerably reduced compared with the 0.85-$\mu$m region. InP is the base material for semiconductor optical sources emitting light in this wavelength region. As seen in Fig. 3.5 by the horizontal line passing through InP, the bandgap of InP can be reduced considerably by making the quaternary compound In$_{1-y}$Ga$_y$As$_z$P$_{1-z}$ while the lattice constant remains matched to InP. The fractions $x$ and $y$ cannot be chosen arbitrarily but are related by $x/y = 0.45$ to ensure matching of the lattice constant. The bandgap of the quaternary compound can be expressed in terms of $y$ only and is well approximated by [2]

$$E_g(y) = 1.35 - 0.72y + 0.12y^2,$$

where $0 \leq y \leq 1$. The smallest bandgap occurs for $y = 1$. The corresponding ternary compound In$_{0.25}$Ga$_{0.75}$As emits light near 1.65 $\mu$m ($E_g = 0.75$ eV). By a suitable choice of the mixing fractions $x$ and $y$, In$_{1-y}$Ga$_y$As$_z$P$_{1-z}$ sources can be designed to operate in the wide wavelength range 1.0–1.65 $\mu$m that includes the region 1.3–1.6 $\mu$m important for optical communication systems.

The fabrication of semiconductor optical sources requires epitaxial growth of multiple layers on a base substrate (GaAs or InP). The thickness and composition of each layer need to be controlled precisely. Several epitaxial growth techniques can be used for this purpose. The three primary techniques are known as liquid-phase epitaxy (LPE), vapor-phase epitaxy (VPE), and molecular-beam epitaxy (MBE) depending on whether the constituents of various layers are in the liquid form, vapor form, or in the form of a molecular beam. The VPE technique is also called chemical-vapor deposition. A variant of this technique is metal-organic chemical-vapor deposition (MOCVD), in which metal alkalis are used as the mixing compounds. Details of these techniques are available in the literature [2].

Both the MOCVD and MBE techniques provide an ability to control layer thickness to within 1 nm. In some lasers, the thickness of the active layer is small enough that electrons and holes act as if they are confined to a quantum well. Such confinement leads to quantization of the energy bands into subbands. The main consequence is that the joint density of states $\rho_{cv}$ acquires a staircase-like structure [5]. Such a modification of the density of states affects the gain characteristics considerably and improves
the laser performance. Such quantum-well lasers have been studied extensively [14]. Often, multiple active layers of thickness 5–10 nm, separated by transparent barrier layers of about 10 nm thickness, are used to improve the device performance. Such lasers are called multiquantum-well (MQW) lasers. Another feature that has improved the performance of MQW lasers is the introduction of intentional, but controlled strain within active layers. The use of thin active layers permits a slight mismatch between lattice constants without introducing defects. The resulting strain changes the band structure and improves the laser performance [5]. Such semiconductor lasers are called strained MQW lasers. The concept of quantum-well lasers has also been extended to make quantum-wire and quantum-dot lasers in which electrons are confined in more than one dimension [14]. However, such devices were at the research stage in 2001.

Most semiconductor lasers deployed in lightwave systems use the MQW design.

### 3.2 Light-Emitting Diodes

A forward-biased $p–n$ junction emits light through spontaneous emission, a phenomenon referred to as electroluminescence. In its simplest form, an LED is a forward-biased $p–n$ homojunction. Radiative recombination of electron–hole pairs in the deple- tion region generates light; some of it escapes from the device and can be coupled into an optical fiber. The emitted light is incoherent with a relatively wide spectral width (30–60 nm) and a relatively large angular spread. In this section we discuss the characteristics and the design of LEDs from the standpoint of their application in optical communication systems [20].

#### 3.2.1 Power–Current Characteristics

It is easy to estimate the internal power generated by spontaneous emission. At a given current $I$ the carrier-injection rate is $I/q$. In the steady state, the rate of electron–hole pairs recombining through radiative and nonradiative processes is equal to the carrier-injection rate $I/q$. Since the internal quantum efficiency $\eta_{\text{int}}$ determines the fraction of electron–hole pairs that recombine through spontaneous emission, the rate of photon generation is simply $\eta_{\text{int}}I/q$. The internal optical power is thus given by

$$P_{\text{int}} = \eta_{\text{int}}(\hbar\omega/q)I,$$

where $\hbar\omega$ is the photon energy, assumed to be nearly the same for all photons. If $\eta_{\text{ext}}$ is the fraction of photons escaping from the device, the emitted power is given by

$$P_e = \eta_{\text{ext}}P_{\text{int}} = \eta_{\text{ext}}\eta_{\text{int}}(\hbar\omega/q)I.$$

The quantity $\eta_{\text{ext}}$ is called the external quantum efficiency. It can be calculated by taking into account internal absorption and the total internal reflection at the semiconductor–air interface. As seen in Fig. 3.6, only light emitted within a cone of angle $\theta_c$, where $\theta_c = \sin^{-1}(1/n)$ is the critical angle and $n$ is the refractive index of the semiconductor material, escapes from the LED surface. Internal absorption can be avoided by using heterostructure LEDs in which the cladding layers surrounding the
active layer are transparent to the radiation generated. The external quantum efficiency can then be written as

$$\eta_{\text{ext}} = \frac{1}{4\pi} \int_0^{\theta_c} T_f(\theta) (2\pi \sin \theta) d\theta,$$  

(3.2.3)

where we have assumed that the radiation is emitted uniformly in all directions over a solid angle of $4\pi$. The Fresnel transmissivity $T_f$ depends on the incidence angle $\theta$. In the case of normal incidence ($\theta = 0$), $T_f(0) = 4n/(n + 1)^2$. If we replace for simplicity $T_f(\theta)$ by $T_f(0)$ in Eq. (3.2.3), $\eta_{\text{ext}}$ is given approximately by

$$\eta_{\text{ext}} = n^{-1}(n + 1)^{-2}.$$  

(3.2.4)

By using Eq. (3.2.4) in Eq. (3.2.2) we obtain the power emitted from one facet (see Fig. 3.6). If we use $n = 3.5$ as a typical value, $\eta_{\text{ext}} = 1.4\%$, indicating that only a small fraction of the internal power becomes the useful output power. A further loss in useful power occurs when the emitted light is coupled into an optical fiber. Because of the incoherent nature of the emitted light, an LED acts as a Lambertian source with an angular distribution $S(\theta) = S_0 \cos \theta$, where $S_0$ is the intensity in the direction $\theta = 0$. The coupling efficiency for such a source [20] is $\eta_c = (\text{NA})^2$. Since the numerical aperture (NA) for optical fibers is typically in the range 0.1–0.3, only a few percent of the emitted power is coupled into the fiber. Normally, the launched power for LEDs is 100 $\mu$W or less, even though the internal power can easily exceed 10 mW.

A measure of the LED performance is the total quantum efficiency $\eta_{\text{tot}}$, defined as the ratio of the emitted optical power $P_e$ to the applied electrical power, $P_{\text{elec}} = V_0 I$, where $V_0$ is the voltage drop across the device. By using Eq. (3.2.2), $\eta_{\text{tot}}$ is given by

$$\eta_{\text{tot}} = \frac{1}{\eta_{\text{ext}} \eta_{\text{int}}} (\hbar \omega / q V_0).$$  

(3.2.5)

Typically, $\hbar \omega \approx q V_0$, and $\eta_{\text{tot}} \approx \eta_{\text{ext}} \eta_{\text{int}}$. The total quantum efficiency $\eta_{\text{tot}}$, also called the power-conversion efficiency or the wall-plug efficiency, is a measure of the overall performance of the device.
Another quantity sometimes used to characterize the LED performance is the responsivity defined as the ratio \( R_{\text{LED}} = P_e / I \). From Eq. (3.2.2),

\[
R_{\text{LED}} = \eta_{\text{ext}} \eta_{\text{int}} (\hbar \omega / q). \tag{3.2.6}
\]

A comparison of Eqs. (3.2.5) and (3.2.6) shows that \( R_{\text{LED}} = \eta_{\text{int}} V_0 \). Typical values of \( R_{\text{LED}} \) are \( \sim 0.01 \text{ W/A} \). The responsivity remains constant as long as the linear relation between \( P_e \) and \( I \) holds. In practice, this linear relationship holds only over a limited current range [21]. Figure 3.7(a) shows the power–current \((P-I)\) curves at several temperatures for a typical 1.3-\( \mu \text{m} \) LED. The responsivity of the device decreases at high currents above 80 mA because of bending of the \( P-I \) curve. One reason for this decrease is related to the increase in the active-region temperature. The internal quantum efficiency \( \eta_{\text{int}} \) is generally temperature dependent because of an increase in the nonradiative recombination rates at high temperatures.

### 3.2.2 LED Spectrum

As seen in Section 2.3, the spectrum of a light source affects the performance of optical communication systems through fiber dispersion. The LED spectrum is related to the spectrum of spontaneous emission, \( R_{\text{spont}}(\omega) \), given in Eq. (3.1.10). In general, \( R_{\text{spont}}(\omega) \) is calculated numerically and depends on many material parameters. However, an approximate expression can be obtained if \( A(E_1, E_2) \) is assumed to be nonzero only over a narrow energy range in the vicinity of the photon energy, and the Fermi functions are approximated by their exponential tails under the assumption of weak
injection [5]. The result is

\[ R_{\text{span}}(\omega) = A_0 (\hbar \omega - E_g)^{1/2} \exp \left[ - (\hbar \omega - E_g)/k_B T \right], \]  

(3.2.7)

where \( A_0 \) is a constant and \( E_g \) is the bandgap. It is easy to deduce that \( R_{\text{span}}(\omega) \) peaks when \( \hbar \omega = E_g + k_B T/2 \) and has a full-width at half-maximum (FWHM) \( \Delta \nu \approx 1.8k_B T/\hbar \). At room temperature \((T = 300 \, \text{K})\) the FWHM is about 11 THz. In practice, the spectral width is expressed in nanometers by using \( \Delta \lambda = (c/A)^2 A \) and increases as \( \lambda^2 \) with an increase in the emission wavelength \( \lambda \). As a result, \( \Delta \lambda \) is larger for InGaAsP LEDs emitting at 1.3 \( \mu \text{m} \) by about a factor of 1.7 compared with GaAs LEDs.

Figure 3.7(b) shows the output spectrum of a typical 1.3-\( \mu \text{m} \) LED and compares it with the theoretical curve obtained by using Eq. (3.2.7). Because of a large spectral width (\( \Delta \lambda = 50-60 \, \text{nm} \)), the bit rate-distance product is limited considerably by fiber dispersion when LEDs are used in optical communication systems. LEDs are suitable primarily for local-area-network applications with bit rates of 10–100 Mb/s and transmission distances of a few kilometers.

### 3.2.3 Modulation Response

The modulation response of LEDs depends on carrier dynamics and is limited by the carrier lifetime \( \tau_c \) defined by Eq. (3.1.18). It can be determined by using a rate equation for the carrier density \( N \). Since electrons and holes are injected in pairs and recombine in pairs, it is enough to consider the rate equation for only one type of charge carrier. The rate equation should include all mechanisms through which electrons appear and disappear inside the active region. For LEDs it takes the simple form (since stimulated emission is negligible)

\[ \frac{dN}{dt} = \frac{I}{qV} - \frac{N}{\tau_c}, \]  

(3.2.8)

where the last term includes both radiative and nonradiative recombination processes through the carrier lifetime \( \tau_c \). Consider sinusoidal modulation of the injected current in the form (the use of complex notation simplifies the math)

\[ I(t) = I_b + I_m \exp(i \omega_m t), \]  

(3.2.9)

where \( I_b \) is the bias current, \( I_m \) is the modulation current, and \( \omega_m \) is the modulation frequency. Since Eq. (3.2.8) is linear, its general solution can be written as

\[ N(t) = N_b + N_m \exp(i \omega_m t), \]  

(3.2.10)

where \( N_b = \tau_c I_b/qV \), \( V \) is the volume of active region and \( N_m \) is given by

\[ N_m(\omega_m) = \frac{\tau_c I_m}{1 + i\omega_m \tau_c}. \]  

(3.2.11)

The modulated power \( P_m \) is related to \( |N_m| \) linearly. One can define the LED transfer function \( H(\omega_m) \) as

\[ H(\omega_m) = \frac{N_m(\omega_m)}{N_m(0)} = \frac{1}{1 + i\omega_m \tau_c}. \]  

(3.2.12)
In analogy with the case of optical fibers (see Section 2.4.4), the 3-dB modulation bandwidth $f_{3\text{dB}}$ is defined as the modulation frequency at which $|H(\omega_m)|$ is reduced by 3 dB or by a factor of 2. The result is

$$f_{3\text{dB}} = \sqrt{3(2\pi \tau_c)^{-1}}.$$  \hspace{1cm} (3.2.13)

Typically, $\tau_c$ is in the range 2–5 ns for InGaAsP LEDs. The corresponding LED modulation bandwidth is in the range 50–140 MHz. Note that Eq. (3.2.13) provides the optical bandwidth because $f_{3\text{dB}}$ is defined as the frequency at which optical power is reduced by 3 dB. The corresponding electrical bandwidth is the frequency at which $|H(\omega_m)|^2$ is reduced by 3 dB and is given by $(2\pi \tau_c)^{-1}$.

### 3.2.4 LED Structures

The LED structures can be classified as surface-emitting or edge-emitting, depending on whether the LED emits light from a surface that is parallel to the junction plane or from the edge of the junction region. Both types can be made using either a $p$–$n$ homojunction or a heterostructure design in which the active region is surrounded by $p$- and $n$-type cladding layers. The heterostructure design leads to superior performance, as it provides a control over the emissive area and eliminates internal absorption because of the transparent cladding layers.

Figure 3.8 shows schematically a surface-emitting LED design referred to as the *Burnus-type* LED [22]. The emissive area of the device is limited to a small region whose lateral dimension is comparable to the fiber-core diameter. The use of a gold stud avoids power loss from the back surface. The coupling efficiency is improved by
etching a well and bringing the fiber close to the emissive area. The power coupled into
the fiber depends on many parameters, such as the numerical aperture of the fiber and
the distance between fiber and LED. The addition of epoxy in the etched well tends
to increase the external quantum efficiency as it reduces the refractive-index mismatch.
Several variations of the basic design exist in the literature. In one variation, a truncated
spherical microlens fabricated inside the etched well is used to couple light into the
fiber [23]. In another variation, the fiber end is itself formed in the form of a spherical
lens [24]. With a proper design, surface-emitting LEDs can couple up to 1% of the
internally generated power into an optical fiber.

The edge-emitting LEDs employ a design commonly used for stripe-geometry
semiconductor lasers (see Section 3.3.3). In fact, a semiconductor laser is converted
into an LED by depositing an antireflection coating on its output facet to suppress lasing
action. Beam divergence of edge-emitting LEDs differs from surface-emitting LEDs
because of waveguiding in the plane perpendicular to the junction. Surface-emitting
LEDs operate as a Lambertian source with angular distribution \( S_\theta(\theta) = S_0 \cos \theta \) in
both directions. The resulting beam divergence has a FWHM of 120° in each direction.
In contrast, edge-emitting LEDs have a divergence of only about 30° in the direction
perpendicular to the junction plane. Considerable light can be coupled into a fiber of
even low numerical aperture (< 0.3) because of reduced divergence and high radiance
at the emitting facet [25]. The modulation bandwidth of edge-emitting LEDs is gen-
erally larger (~ 200 MHz) than that of surface-emitting LEDs because of a reduced
carrier lifetime at the same applied current [26]. The choice between the two designs
is dictated, in practice, by a compromise between cost and performance.

In spite of a relatively low output power and a low bandwidth of LEDs compared
with those of lasers, LEDs are useful for low-cost applications requiring data transmis-
sion at a bit rate of 100 Mbits or less over a few kilometers. For this reason, several
new LED structures were developed during the 1990s [27]–[32]. In one design, known
as resonant-cavity LED [27], two metal mirrors are fabricated around the epitaxially
grown layers, and the device is bonded to a silicon substrate. In a variant of this idea,
the bottom mirror is fabricated epitaxially by using a stack of alternating layers of two
different semiconductors, while the top mirror consists of a deformable membrane sus-
pected by an air gap [28]. The operating wavelength of such an LED can be tuned over
40 nm by changing the air-gap thickness. In another scheme, several quantum wells
with different compositions and bandgaps are grown to form a MQW structure [29].
Since each quantum well emits light at a different wavelength, such LEDs can have an
extremely broad spectrum (extending over a 500-nm wavelength range) and are useful
for local-area WDM networks.

### 3.3 Semiconductor Lasers

Semiconductor lasers emit light through stimulated emission. As a result of the fun-
damental differences between spontaneous and stimulated emission, they are not only
capable of emitting high powers (~ 100 mW), but also have other advantages related
to the coherent nature of emitted light. A relatively narrow angular spread of the output
beam compared with LEDs permits high coupling efficiency (~ 50%) into single-mode
fibers. A relatively narrow spectral width of emitted light allows operation at high bit rates (∼10 Gb/s), since fiber dispersion becomes less critical for such an optical source. Furthermore, semiconductor lasers can be modulated directly at high frequencies (up to 25 GHz) because of a short recombination time associated with stimulated emission. Most fiber-optic communication systems use semiconductor lasers as an optical source because of their superior performance compared with LEDs. In this section the output characteristics of semiconductor lasers are described from the standpoint of their applications in lightwave systems. More details can be found in Refs. [2]–[14], books devoted entirely to semiconductor lasers.

3.3. SEMICONDUCTOR LASERS

3.3.1 Optical Gain

As discussed in Section 3.1.1, stimulated emission can dominate only if the condition of population inversion is satisfied. For semiconductor lasers this condition is realized by doping the $p$-type and $n$-type cladding layers so heavily that the Fermi-level separation exceeds the bandgap [see Eq. (3.1.14)] under forward biasing of the $p$–$n$ junction. When the injected carrier density in the active layer exceeds a certain value, known as the transparency value, population inversion is realized and the active region exhibits optical gain. An input signal propagating inside the active layer would then amplify as $\exp(gz)$, where $g$ is the gain coefficient. One can calculate $g$ by noting that it is proportional to $R_{\text{sim}} - R_{\text{abs}}$, where $R_{\text{sim}}$ and $R_{\text{abs}}$ are given by Eqs. (3.1.12) and (3.1.13), respectively. In general, $g$ is calculated numerically. Figure 3.9(a) shows the gain calculated for a 1.3-μm InGaAsP active layer at different values of the injected carrier density $N$. For $N = 1 \times 10^{18}$ cm$^{-3}$, $g < 0$, as population inversion has not yet occurred. As $N$ increases, $g$ becomes positive over a spectral range that increases with $N$. The peak value of the gain, $g_p$, also increases with $N$, together with a shift of the peak toward higher photon energies. The variation of $g_p$ with $N$ is shown in Fig. 3.9(b). For $N > 1.5 \times 10^{18}$ cm$^{-3}$, $g_p$ varies almost linearly with $N$. Figure 3.9 shows that the optical gain in semiconductors increases rapidly once population inversion is realized. It is because of such a high gain that semiconductor lasers can be made with physical dimensions of less than 1 mm.

The nearly linear dependence of $g_p$ on $N$ suggests an empirical approach in which the peak gain is approximated by

$$g_p(N) = \sigma_g(N - N_T),$$

where $N_T$ is the transparency value of the carrier density and $\sigma_g$ is the gain cross section; $\sigma_g$ is also called the differential gain. Typical values of $N_T$ and $\sigma_g$ for InGaAsP lasers are in the range $1.0$–$1.5 \times 10^{18}$ cm$^{-3}$ and $2$–$3 \times 10^{-16}$ cm$^2$, respectively [2]. As seen in Fig. 3.9(b), the approximation (3.3.1) is reasonable in the high-gain region where $g_p$ exceeds 100 cm$^{-1}$; most semiconductor lasers operate in this region. The use of Eq. (3.3.1) simplifies the analysis considerably, as band-structure details do not appear directly. The parameters $\sigma_g$ and $N_T$ can be estimated from numerical calculations such as those shown in Fig. 3.9(b) or can be measured experimentally.

Semiconductor lasers with a larger value of $\sigma_g$ generally perform better, since the same amount of gain can be realized at a lower carrier density or, equivalently, at a
lower injected current. In quantum-well semiconductor lasers, \( \sigma_g \) is typically larger by about a factor of two. The linear approximation in Eq. (3.3.1) for the peak gain can still be used in a limited range. A better approximation replaces Eq. (3.3.1) with \( g_p(N) = g_0 [1 + \ln(N/N_0)] \), where \( g_p = g_0 \) at \( N = N_0 \) and \( N_0 = eN_T \approx 2.718N_T \) by using the definition \( g_p = 0 \) at \( N = N_T \) [5].

### 3.3.2 Feedback and Laser Threshold

The optical gain alone is not enough for laser operation. The other necessary ingredient is optical feedback—it converts an amplifier into an oscillator. In most lasers the feedback is provided by placing the gain medium inside a Fabry–Perot (FP) cavity formed by using two mirrors. In the case of semiconductor lasers, external mirrors are not required as the two cleaved laser facets act as mirrors whose reflectivity is given by

\[
R_m = \left( \frac{n - 1}{n + 1} \right)^2 ,
\]

where \( n \) is the refractive index of the gain medium. Typically, \( n = 3.5 \), resulting in 30% facet reflectivity. Even though the FP cavity formed by two cleaved facets is relatively lossy, the gain is large enough that high losses can be tolerated. Figure 3.10 shows the basic structure of a semiconductor laser and the FP cavity associated with it.

The concept of laser threshold can be understood by noting that a certain fraction of photons generated by stimulated emission is lost because of cavity losses and needs to be replenished on a continuous basis. If the optical gain is not large enough to compensate for the cavity losses, the photon population cannot build up. Thus, a minimum amount of gain is necessary for the operation of a laser. This amount can be realized
only when the laser is pumped above a threshold level. The current needed to reach the threshold is called the *threshold current*.

A simple way to obtain the threshold condition is to study how the amplitude of a plane wave changes during one round trip. Consider a plane wave of amplitude $E_0$, frequency $\omega$, and wave number $k = n\omega/c$. During one round trip, its amplitude increases by $\exp([g/2](2L))$ because of gain ($g$ is the power gain) and its phase changes by $2kL$, where $L$ is the length of the laser cavity. At the same time, its amplitude changes by $\sqrt{R_1R_2}\exp(-\alpha_{int}L)$ because of reflection at the laser facets and because of an internal loss $\alpha_{int}$ that includes free-carrier absorption, scattering, and other possible mechanisms. Here $R_1$ and $R_2$ are the reflectivities of the laser facets. Even though $R_1 = R_2$ in most cases, the two reflectivities can be different if laser facets are coated to change their natural reflectivity. In the steady state, the plane wave should remain unchanged after one round trip, i.e.,

$$E_0\exp(gL)\sqrt{R_1R_2}\exp(-\alpha_{int}L)\exp(2kL) = E_0. \quad (3.3.3)$$

By equating the amplitude and the phase on two sides, we obtain

$$g = \alpha_{int} + \frac{1}{2L} \ln \left( \frac{1}{R_1R_2} \right) = \alpha_{int} + \alpha_{int} = \alpha_{cav}, \quad (3.3.4)$$

$$2kL = 2m\pi \quad \text{or} \quad v = v_m = mc/2nL, \quad (3.3.5)$$

where $k = 2\pi n\nu/c$ and $m$ is an integer. Equation (3.3.4) shows that the gain $g$ equals total cavity loss $\alpha_{cav}$ at threshold and beyond. It is important to note that $g$ is not the same as the material gain $g_m$ shown in Fig. 3.9. As discussed in Section 3.3.3, the
optical mode extends beyond the active layer while the gain exists only inside it. As a result, \( g = \Gamma g_m \), where \( \Gamma \) is the confinement factor of the active region with typical values <0.4.

The phase condition in Eq. (3.3.5) shows that the laser frequency \( v \) must match one of the frequencies in the set \( v_m \), where \( m \) is an integer. These frequencies correspond to the longitudinal modes and are determined by the optical length \( nL \). The spacing \( \Delta v_L \) between the longitudinal modes is constant (\( \Delta v_L = c/2nL \)) if the frequency dependence of \( n \) is ignored. It is given by \( \Delta v_L = c/(2n_gL) \) when material dispersion is included [2]. Here the group index \( n_g \) is defined as \( n_g = n + \omega(dn/d\omega) \). Typically, \( \Delta v_L = 100-200 \text{ GHz} \) for \( L = 200-400 \text{ \mu m} \).

A FP semiconductor laser generally emits light in several longitudinal modes of the cavity. As seen in Fig. 3.11, the gain spectrum \( g(\omega) \) of semiconductor lasers is wide enough (bandwidth \( \sim 10 \text{ THz} \)) that many longitudinal modes of the FP cavity experience gain simultaneously. The mode closest to the gain peak becomes the dominant mode. Under ideal conditions, the other modes should not reach threshold since their gain always remains less than that of the main mode. In practice, the difference is extremely small (\( \sim 0.1 \text{ cm}^{-1} \)) and one or two neighboring modes on each side of the main mode carry a significant portion of the laser power together with the main mode. Such lasers are called multimode semiconductor lasers. Since each mode propagates inside the fiber at a slightly different speed because of group-velocity dispersion, the multimode nature of semiconductor lasers limits the bit-rate-distance product \( BL \) to values below 10 (Gb/s)-km for systems operating near 1.55 \( \mu \text{m} \) (see Fig. 2.13). The \( BL \) product can be increased by designing lasers oscillating in a single longitudinal mode. Such lasers are discussed in Section 3.4.

### 3.3.3 Laser Structures

The simplest structure of a semiconductor laser consists of a thin active layer (thickness \( \sim 0.1 \mu \text{m} \)) sandwiched between \( p \)-type and \( n \)-type cladding layers of another semi-
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Figure 3.12: A broad-area semiconductor laser. The active layer (hatched region) is sandwiched between $p$-type and $n$-type cladding layers of a higher-bandgap material.

Conductor with a higher bandgap. The resulting $p-n$ heterojunction is forward-biased through metallic contacts. Such lasers are called broad-area semiconductor lasers since the current is injected over a relatively broad area covering the entire width of the laser chip ($\sim 100 \mu m$). Figure 3.12 shows such a structure. The laser light is emitted from the two cleaved facets in the form of an elliptic spot of dimensions $\sim 1 \times 100 \mu m^2$. In the direction perpendicular to the junction plane, the spot size is $\sim 1 \mu m$ because of the heterostructure design of the laser. As discussed in Section 3.1.2, the active layer acts as a planar waveguide because its refractive index is larger than that of the surrounding cladding layers ($\Delta n \approx 0.3$). Similar to the case of optical fibers, it supports a certain number of modes, known as the transverse modes. In practice, the active layer is thin enough ($\sim 0.1 \mu m$) that the planar waveguide supports a single transverse mode. However, there is no such light-confinement mechanism in the lateral direction parallel to the junction plane. Consequently, the light generated spreads over the entire width of the laser. Broad-area semiconductor lasers suffer from a number of deficiencies and are rarely used in optical communication systems. The major drawbacks are a relatively high threshold current and a spatial pattern that is highly elliptical and that changes in an uncontrollable manner with the current. These problems can be solved by introducing a mechanism for light confinement in the lateral direction. The resulting semiconductor lasers are classified into two broad categories.

Gain-guided semiconductor lasers solve the light-confinement problem by limiting current injection over a narrow stripe. Such lasers are also called stripe-geometry semiconductor lasers. Figure 3.13 shows two laser structures schematically. In one approach, a dielectric ($SiO_2$) layer is deposited on top of the $p$-layer with a central opening through which the current is injected [33]. In another, an $n$-type layer is deposited on top of the $p$-layer [34]. Diffusion of Zn over the central region converts the $n$-region into $p$-type. Current flows only through the central region and is blocked elsewhere because of the reverse-biased nature of the $p-n$ junction. Many other variations exist [2]. In all designs, current injection over a narrow central stripe ($\sim 5 \mu m$ width) leads to a spatially varying distribution of the carrier density (governed by car-
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Figure 3.13: Cross section of two stripe-geometry laser structures used to design gain-guided semiconductor lasers and referred to as (a) oxide stripe and (b) junction stripe.

rrier diffusion) in the lateral direction. The optical gain also peaks at the center of the stripe. Since the active layer exhibits large absorption losses in the region beyond the central stripe, light is confined to the stripe region. As the confinement of light is aided by gain, such lasers are called gain-guided. Their threshold current is typically in the range 50–100 mA, and light is emitted in the form of an elliptic spot of dimensions ~ 1 x 5 \mu m^2. The major drawback is that the spot size is not stable as the laser power is increased [2]. Such lasers are rarely used in optical communication systems because of mode-stability problems.

The light-confinement problem is solved in the index-guided semiconductor lasers by introducing an index step $\Delta n_L$ in the lateral direction so that a waveguide is formed in a way similar to the waveguide formed in the transverse direction by the heterostructure design. Such lasers can be subclassified as weakly and strongly index-guided semiconductor lasers, depending on the magnitude of $\Delta n_L$. Figure 3.14 shows examples of the two kinds of lasers. In a specific design known as the ridge-waveguide laser, a ridge is formed by etching parts of the $p$-layer [2]. A SiO$_2$ layer is then deposited to block the current flow and to induce weak index guiding. Since the refractive index of SiO$_2$ is considerably lower than the central $p$-region, the effective index of the transverse mode is different in the two regions [35], resulting in an index step $\Delta n_L \sim 0.01$. This index step confines the generated light to the ridge region. The magnitude of the index step is sensitive to many fabrication details, such as the ridge width and the proximity of the SiO$_2$ layer to the active layer. However, the relative simplicity of the ridge-waveguide design and the resulting low cost make such lasers attractive for some applications.

In strongly index-guided semiconductor lasers, the active region of dimensions ~ 0.1 x 1 \mu m$^2$ is buried on all sides by several layers of lower refractive index. For this reason, such lasers are called buried heterostructure (BH) lasers. Several different kinds of BH lasers have been developed. They are known under names such as etched-mesa BH, planar BH, double-channel planar BH, and V-grooved or channeled substrate BH lasers, depending on the fabrication method used to realize the laser structure [2]. They all allow a relatively large index step ($\Delta n_L \sim 0.1$) in the lateral direction and, as
Figure 3.14: Cross section of two index-guided semiconductor lasers: (a) ridge-waveguide structure for weak index guiding; (b) etched-mesa buried heterostructure for strong index guiding.

3.4 Control of Longitudinal Modes

We have seen that BH semiconductor lasers can be designed to emit light into a single spatial mode by controlling the width and the thickness of the active layer. However, as discussed in Section 3.3.2, such lasers oscillate in several longitudinal modes simultaneously because of a relatively small gain difference (~ 0.1 cm⁻¹) between neighboring modes of the FP cavity. The resulting spectral width (2-4 nm) is acceptable for lightwave systems operating near 1.3 μm at bit rates of up to 1 Gb/s. However, such multimode lasers cannot be used for systems designed to operate near 1.55 μm at high bit rates. The only solution is to design semiconductor lasers [36]-[41] such that they emit light predominantly in a single longitudinal mode (SLM).

The SLM semiconductor lasers are designed such that cavity losses are different for different longitudinal modes of the cavity, in contrast with FP lasers whose losses are mode independent. Figure 3.15 shows the gain and loss profiles schematically for such a laser. The longitudinal mode with the smallest cavity loss reaches threshold first.
and becomes the dominant mode. Other neighboring modes are discriminated by their higher losses, which prevent their buildup from spontaneous emission. The power carried by these side modes is usually a small fraction (<1%) of the total emitted power. The performance of a SLM laser is often characterized by the mode-suppression ratio (MSR), defined as

\[ \text{MSR} = \frac{P_{\text{mm}}}{P_{\text{sm}}} \]

where \( P_{\text{mm}} \) is the main-mode power and \( P_{\text{sm}} \) is the power of the most dominant side mode. The MSR should exceed 1000 (or 30 dB) for a good SLM laser.

3.4.1 Distributed Feedback Lasers

Distributed feedback (DFB) semiconductor lasers were developed during the 1980s and are used routinely for WDM lightwave systems [10]–[12]. The feedback in DFB lasers, as the name implies, is not localized at the facets but is distributed throughout the cavity length [41]. This is achieved through an internal built-in grating that leads to a periodic variation of the mode index. Feedback occurs by means of Bragg diffraction, a phenomenon that couples the waves propagating in the forward and backward directions. Mode selectivity of the DFB mechanism results from the Bragg condition: the coupling occurs only for wavelengths \( \lambda_B \) satisfying

\[ \Lambda = m(\lambda_B/2\bar{n}) \]

where \( \Lambda \) is the grating period, \( \bar{n} \) is the average mode index, and the integer \( m \) represents the order of Bragg diffraction. The coupling between the forward and backward waves is strongest for the first-order Bragg diffraction (\( m = 1 \)). For a DFB laser operating at \( \lambda_B = 1.55 \text{\ensuremath{\mu}m} \), \( \Lambda \) is about 235 nm if we use \( m = 1 \) and \( \bar{n} = 3.3 \) in Eq. (3.4.2). Such gratings can be made by using a holographic technique [2].

From the standpoint of device operation, semiconductor lasers employing the DFB mechanism can be classified into two broad categories: DFB lasers and distributed
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Bragg reflector (DBR) lasers. Figure 3.16 shows two kinds of laser structures. Though the feedback occurs throughout the cavity length in DFB lasers, it does not take place inside the active region of a DBR laser. In effect, the end regions of a DBR laser act as mirrors whose reflectivity is maximum for a wavelength $\lambda_B$ satisfying Eq. (3.4.2). The cavity losses are therefore minimum for the longitudinal mode closest to $\lambda_B$ and increase substantially for other longitudinal modes (see Fig. 3.15). The MSR is determined by the gain margin defined as the excess gain required by the most dominant side mode to reach threshold. A gain margin of $3$–$5$ cm$^{-1}$ is generally enough to realize an MSR $> 30$ dB for DFB lasers operating continuously [39]. However, a larger gain margin is needed ($> 10$ cm$^{-1}$) when DFB lasers are modulated directly. Phase-shifted DFB lasers [38], in which the grating is shifted by $\lambda_B/4$ in the middle of the laser to produce a $\pi/2$ phase shift, are often used, since they are capable of providing much larger gain margin than that of conventional DFB lasers. Another design that has led to improvements in the device performance is known as the gain-coupled DFB laser [42]–[44]. In these lasers, both the optical gain and the mode index vary periodically along the cavity length.

Fabrication of DFB semiconductor lasers requires advanced technology with multiple epitaxial growths [41]. The principal difference from FP lasers is that a grating is etched onto one of the cladding layers surrounding the active layer. A thin $n$-type waveguide layer with a refractive index intermediate to that of active layer and the substrate acts as a grating. The periodic variation of the thickness of the waveguide layer translates into a periodic variation of the mode index $\bar{n}$ along the cavity length and leads to a coupling between the forward and backward propagating waves through Bragg diffraction.

Figure 3.16: DFB and DBR laser structures. The shaded area shows the active region and the wavy line indicates the presence of a Bragg grating.
A holographic technique is often used to form a grating with a ~0.2-μm periodicity. It works by forming a fringe pattern on a photoresist (deposited on the wafer surface) through interference between two optical beams. In the alternative electron-beam lithographic technique, an electron beam writes the desired pattern on the electron-beam resist. Both methods use chemical etching to form grating corrugations, with the patterned resist acting as a mask. Once the grating has been etched onto the substrate, multiple layers are grown by using an epitaxial growth technique. A second epitaxial regrowth is needed to make a BH device such as that shown in Fig. 3.14(b). Despite the technological complexities, DFB lasers are routinely produced commercially. They are used in nearly all 1.55-μm optical communication systems operating at bit rates of 2.5 Gb/s or more. DFB lasers are reliable enough that they have been used since 1992 in all transoceanic lightwave systems.

### 3.4.2 Coupled-Cavity Semiconductor Lasers

In a coupled-cavity semiconductor laser [2], the SLM operation is realized by coupling the light to an external cavity (see Fig. 3.17). A portion of the reflected light is fed back into the laser cavity. The feedback from the external cavity is not necessarily in
phase with the optical field inside the laser cavity because of the phase shift occurring in the external cavity. The in-phase feedback occurs only for those laser modes whose wavelength nearly coincides with one of the longitudinal modes of the external cavity. In effect, the effective reflectivity of the laser facet facing the external cavity becomes wavelength dependent and leads to the loss profile shown in Fig. 3.17. The longitudinal mode that is closest to the gain peak and has the lowest cavity loss becomes the dominant mode.

Several kinds of coupled-cavity schemes have been developed for making SLM laser; Fig. 3.18 shows three among them. A simple scheme couples the light from a semiconductor laser to an external grating [Fig. 3.18(a)]. It is necessary to reduce the natural reflectivity of the cleaved facet facing the grating through an antireflection coating to provide a strong coupling. Such lasers are called external-cavity semiconductor lasers and have attracted considerable attention because of their tunability [36]. The wavelength of the SLM selected by the coupled-cavity mechanism can be tuned over a wide range (typically 50 nm) simply by rotating the grating. Wavelength tunability is a desirable feature for lasers used in WDM lightwave systems. A drawback of the laser shown in Fig. 3.18(a) from the system standpoint is its nonmonolithic nature, which makes it difficult to realize the mechanical stability required of optical transmitters.

A monolithic design for coupled-cavity lasers is offered by the cleaved-coupled-cavity laser [37] shown in Fig. 3.18(b). Such lasers are made by cleaving a conventional multimode semiconductor laser in the middle so that the laser is divided into two sections of about the same length but separated by a narrow air gap (width ~ 1 \( \mu \)m). The reflectivity of cleaved facets (\(~ 30\%\)) allows enough coupling between the two sections as long as the gap is not too wide. It is even possible to tune the wavelength of such a laser over a tuning range \(~ 20\) nm by varying the current injected into one of the cavity sections acting as a mode controller. However, tuning is not continuous, since it corresponds to successive mode hops of about \(~ 2\) nm.

### 3.4.3 Tunable Semiconductor Lasers

Modern WDM lightwave systems require single-mode, narrow-linewidth lasers whose wavelength remains fixed over time. DFB lasers satisfy this requirement but their wavelength stability comes at the expense of tunability [9]. The large number of DFB lasers used inside a WDM transmitter make the design and maintenance of such a lightwave system expensive and impractical. The availability of semiconductor lasers whose wavelength can be tuned over a wide range would solve this problem [13].

Multisection DFB and DBR lasers were developed during the 1990s to meet the somewhat conflicting requirements of stability and tunability [45]–[52] and were reaching the commercial stage in 2001. Figure 3.18(c) shows a typical laser structure. It consists of three sections, referred to as the active section, the phase-control section, and the Bragg section. Each section can be biased independently by injecting different amounts of currents. The current injected into the Bragg section is used to change the Bragg wavelength (\( \lambda_B = 2nA \)) through carrier-induced changes in the refractive index \( n \). The current injected into the phase-control section is used to change the phase of the feedback from the DBR through carrier-induced index changes in that section. The laser wavelength can be tuned almost continuously over the range 10–15 nm by con-
Figure 3.18: Coupled-cavity laser structures: (a) external-cavity laser; (b) cleaved-coupled-cavity laser; (c) multisection DBR laser.

trolling the currents in the phase and Bragg sections. By 1997, such lasers exhibited a tuning range of 17 nm and output powers of up to 100 mW with high reliability [51].

Several other designs of tunable DFB lasers have been developed in recent years. In one scheme, the built-in grating inside a DBR laser is chirped by varying the grating period Λ or the mode index $\hat{n}$ along the cavity length. As seen from Eq. (3.4.2), the Bragg wavelength itself then changes along the cavity length. Since the laser wavelength is determined by the Bragg condition, such a laser can be tuned over a wavelength range determined by the grating chirp. In a simple implementation of the basic idea, the grating period remains uniform, but the waveguide is bent to change the effective mode index $\hat{n}$. Such multisection DFB lasers can be tuned over 5–6 nm while maintaining a single longitudinal mode with high side-mode suppression [47].

In another scheme, a superstructure grating is used for the DBR section of a multisection laser [48]–[50]. A superstructure grating consists of an array of gratings (uniform or chirped) separated by a constant distance. As a result, its reflectivity peaks at several wavelengths whose interval is determined by the spacing between the individual gratings forming the array. Such multisection DBR lasers can be tuned discretely
over a wavelength range exceeding 100 nm. By controlling the current in the phase-control section, a quasicontinuous tuning range of 40 nm was realized in 1995 with a superstructure grating [48]. The tuning range can be extended considerably by using a four-section device in which another DBR section is added to the left side of the device shown in Fig. 3.18(c). Each DBR section supports its own comb of wavelengths but the spacing in each comb is not the same. The coinciding wavelength in the two combs becomes the output wavelength that can be tuned over a wide range (analogous to the Vernier effect).

In a related approach, the fourth section in Fig. 3.18(c) is added between the gain and phase sections: It consists of a grating-assisted codirectional coupler with a superstructure grating. The coupler has two vertically separated waveguides and selects a single wavelength from the wavelength comb supported by the DBR section with a superstructure grating. The largest tuning range of 114 nm was produced in 1995 by this kind of device [49]. Such widely tunable DBR lasers are likely to find applications in many WDM lightwave systems.

3.4.4 Vertical-Cavity Surface-Emitting Lasers

A new class of semiconductor lasers, known as vertical-cavity surface-emitting lasers (VCSELs), has emerged during the 1990s with many potential applications [53]–[60]. VCSELs operate in a single longitudinal mode by virtue of an extremely small cavity length (\( \sim 1 \mu m \)), for which the mode spacing exceeds the gain bandwidth (see Fig. 3.11). They emit light in a direction normal to the active-layer plane in a manner analogous to that of a surface-emitting LED (see Fig. 3.8). Moreover, the emitted light is in the form of a circular beam that can be coupled into a single-node fiber with high efficiency. These properties result in a number of advantages that are leading to rapid adoption of VCSELs for lightwave communications.

As seen in Fig. 3.19, fabrication of VCSELs requires growth of multiple thin layers on a substrate. The active region, in the form of one or several quantum wells, is surrounded by two high-reflectivity (\( > 99.5\% \)) DBR mirrors that are grown epitaxially on both sides of the active region to form a high-Q microcavity [55]. Each DBR mirror is made by growing many pairs of alternating GaAs and AlAs layers, each \( \lambda/4 \) thick, where \( \lambda \) is the wavelength emitted by the VCSEL. A wafer-bonding technique is sometimes used for VCSELs operating in the 1.55-\( \mu m \) wavelength region to accommodate the InGaAsP active region [58]. Chemical etching or a related technique is used to form individual circular disks (each corresponding to one VCSEL) whose diameter can be varied over a wide range (typically 5–20 \( \mu m \)). The entire two-dimensional array of VCSELs can be tested without requiring separation of lasers because of the vertical nature of light emission. As a result, the cost of a VCSEL can be much lower than that of an edge-emitting laser. VCSELs also exhibit a relatively low threshold (\( \sim 1 \) mA or less). Their only disadvantage is that they cannot emit more than a few milliwatts of power because of a small active volume. For this reason, they are mostly used in local-area and metropolitan-area networks and have virtually replaced LEDs. Early VCSELs were designed to emit near 0.8 \( \mu m \) and operated in multiple transverse modes because of their relatively large diameters (\( \sim 10 \mu m \)).
In recent years, the VCSEL technology have advanced enough that VCSELs can be
designed to operate in a wide wavelength range extending from 650 to 1600 nm [55].
Their applications in the 1.3- and 1.55-μm wavelength windows require that VCSELs
operate in a single transverse mode. By 2001, several techniques had emerged for
controlling the transverse modes of a VCSEL, the most common being the oxide-
confinement technique in which an insulating aluminum-oxide layer, acting as a
dielectric aperture, confines both the current and the optical mode to a < 3-μm-diameter
region. Such VCSELs operate in a single mode with narrow linewidth and can replace
a DFB laser in many lightwave applications as long as their low output power is accept-
able. They are especially useful for data transfer and local-loop applications because
of their low-cost packaging. VCSELs are also well suited for WDM applications for
two reasons. First, their wavelengths can be tuned over a wide range (>50 nm) using
the micro-electro-mechanical system (MEMS) technology [56]. Second, one can make
two-dimensional VCSELs arrays such that each laser operates at a different wave-
length [60]. WDM sources, containing multiple monolithically integrated lasers, are
required for modern lightwave systems.

3.5 Laser Characteristics

The operating characteristics of semiconductor lasers are well described by a set of
rate equations that govern the interaction of photons and electrons inside the active re-
gion. In this section we use the rate equations to discuss first both the continuous-wave
(CW) properties. We then consider small- and large-signal modulation characteristics
of single-mode semiconductor lasers. The last two subsections focus on the intensity
noise and spectral bandwidth of semiconductor lasers.
3.5. LASER CHARACTERISTICS

3.5.1 CW Characteristics

A rigorous derivation of the rate equations generally starts from Maxwell’s equations together with a quantum-mechanical approach for the induced polarization (see Section 2.2). The rate equations can also be written heuristically by considering various physical phenomena through which the number of photons, \( P \), and the number of electrons, \( N \), change with time inside the active region. For a single-mode laser, these equations take the form [2]

\[
\frac{dP}{dt} = GP + R_{sp} - \frac{P}{\tau_p}, \tag{3.5.1}
\]

\[
\frac{dN}{dt} = \frac{1}{q} N - \frac{N}{\tau_c} - GP. \tag{3.5.2}
\]

where

\[ G = \Gamma v g R_m = G_N (N - N_0). \tag{3.5.3}\]

\( G \) is the net rate of stimulated emission and \( R_{sp} \) is the rate of spontaneous emission into the lasing mode. Note that \( R_{sp} \) is much smaller than the total spontaneous-emission rate in Eq. (3.1.10). The reason is that spontaneous emission occurs in all directions over a wide spectral range (\( \sim 30-40 \) nm) but only a small fraction of it, propagating along the cavity axis and emitted at the laser frequency, actually contributes to Eq. (3.5.1). In fact, \( R_{sp} \) and \( G \) are related by \( R_{sp} = n_{sp} G \), where \( n_{sp} \) is known as the spontaneous-emission factor and is about 2 for semiconductor lasers [2]. Although the same notation is used for convenience, the variable \( N \) in the rate equations represents the number of electrons rather than the carrier density; the two are related by the active volume \( V \). In Eq. (3.5.3), \( v_g \) is the group velocity, \( \Gamma \) is the confinement factor, and \( g_m \) is the material gain at the mode frequency. By using Eq. (3.3.1), \( G \) varies linearly with \( N \) with \( G_N = \Gamma v_g \sigma_g / V \) and \( N_0 = N_T V \).

The last term in Eq. (3.5.1) takes into account the loss of photons inside the cavity. The parameter \( \tau_p \) is referred to as the photon lifetime. It is related to the cavity loss \( \alpha_{cav} \) introduced in Eq. (3.3.4) as

\[ \tau_p^{-1} = v_g \alpha_{cav} = v_g (\alpha_{nth} + \alpha_{nmt}). \tag{3.5.4}\]

The three terms in Eq. (3.5.2) indicate the rates at which electrons are created or destroyed inside the active region. This equation is similar to Eq. (3.2.8) except for the addition of the last term, which governs the rate of electron–hole recombination through stimulated emission. The carrier lifetime \( \tau_c \) includes the loss of electrons due to both spontaneous emission and nonradiative recombination, as indicated in Eq. (3.1.18).

The \( P-I \) curve characterizes the emission properties of a semiconductor laser, as it indicates not only the threshold level but also the current that needs to be applied to obtain a certain amount of power. Figure 3.20 shows the \( P-I \) curves of a 1.3-\( \mu m \) InGaAsP laser at temperatures in the range 10–130°C. At room temperature, the threshold is reached near 20 mA, and the laser can emit 10 mW of output power from each facet at 100 mA of applied current. The laser performance degrades at high temperatures. The threshold current is found to increase exponentially with temperature, i.e.,

\[ I_0(T) = I_0 \exp(T/T_0), \tag{3.5.5}\]
where $I_0$ is a constant and $T_0$ is a characteristic temperature often used to express the temperature sensitivity of threshold current. For InGaAsP lasers $T_0$ is typically in the range 50–70 K. By contrast, $T_0$ exceeds 120 K for GaAs lasers. Because of the temperature sensitivity of InGaAsP lasers, it is often necessary to control their temperature through a built-in thermoelectric cooler.

The rate equations can be used to understand most of the features seen in Fig. 3.20. In the case of CW operation at a constant current $I$, the time derivatives in Eqs. (3.5.1) and (3.5.2) can be set to zero. The solution takes a particularly simple form if spontaneous emission is neglected by setting $R_{sp} = 0$. For currents such that $G\tau_p < 1$, $P = 0$ and $N = \tau_c I/q$. The threshold is reached at a current for which $G\tau_p = 1$. The carrier population is then clamped to the threshold value $N_{th} = N_0 + (G_N \tau_p)^{-1}$. The threshold current is given by

$$I_{th} = \frac{qN_{th}}{\tau_c} = \frac{q}{\tau_c} \left( N_0 + \frac{1}{G_N \tau_p} \right). \tag{3.5.6}$$

For $I > I_{th}$, the photon number $P$ increases linearly with $I$ as

$$P = (\tau_p/q)(I - I_{th}). \tag{3.5.7}$$

The emitted power $P_e$ is related to $P$ by the relation

$$P_e = \frac{1}{2}(\nu_e \alpha_{mir}) \hbar \omega P. \tag{3.5.8}$$

The derivation of Eq. (3.5.8) is intuitively obvious if we note that $\nu_e \alpha_{mir}$ is the rate at which photons of energy $\hbar \omega$ escape from the two facets. The factor of $\frac{1}{2}$ makes $P_e$
the power emitted from each facet for a FP laser with equal facet reflectivities. For FP lasers with coated facets or for DFB lasers, Eq. (3.5.8) needs to be suitably modified [2]. By using Eqs. (3.5.4) and (3.5.7) in Eq. (3.5.8), the emitted power is given by
\[ P_e = \frac{\hbar \omega}{2q} \eta_{\text{int}} \alpha_{\text{mir}} (I - I_{\text{th}}), \] (3.5.9)
where the internal quantum efficiency \( \eta_{\text{int}} \) is introduced phenomenologically to indicate the fraction of injected electrons that are converted into photons through stimulated emission. In the above-threshold regime, \( \eta_{\text{int}} \) is almost 100% for most semiconductor lasers. Equation (3.5.9) should be compared with Eq. (3.2.2) obtained for an LED.

A quantity of practical interest is the slope of the \( P-I \) curve for \( I > I_{\text{th}} \); it is called the slope efficiency and is defined as
\[ \frac{dP_e}{dI} = \frac{\hbar \omega}{2q} \eta_d \] with \[ \eta_d = \frac{\eta_{\text{int}} \alpha_{\text{mir}}}{\alpha_{\text{mir}} + \alpha_{\text{int}}}. \] (3.5.10)

The quantity \( \eta_d \) is called the differential quantum efficiency, as it is a measure of the efficiency with which light output increases with an increase in the injected current. One can define the external quantum efficiency \( \eta_{\text{ext}} \) as
\[ \eta_{\text{ext}} = \frac{\text{photon-emission rate}}{\text{electron-injection rate}} = \frac{2P_e/h\omega}{I/q} = \frac{2q P_e}{\hbar \omega I}. \] (3.5.11)

By using Eqs. (3.5.9)–(3.5.11), \( \eta_{\text{ext}} \) and \( \eta_d \) are found to be related by
\[ \eta_{\text{ext}} = \eta_d (1 - I_{\text{th}}/I). \] (3.5.12)

Generally, \( \eta_{\text{ext}} < \eta_d \) but becomes nearly the same for \( I \gg I_{\text{th}} \). Similar to the case of LEDs, one can define the total quantum efficiency (or wall-plug efficiency) as \( \eta_{\text{tot}} = 2P_e/(V_0 I) \), where \( V_0 \) is the applied voltage. It is related to \( \eta_{\text{ext}} \) as
\[ \eta_{\text{tot}} = \frac{\hbar \omega}{q V_0} \eta_{\text{ext}} \approx \frac{E_g}{q V_0} \eta_{\text{ext}}, \] (3.5.13)
where \( E_g \) is the bandgap energy. Generally, \( \eta_{\text{tot}} < \eta_{\text{ext}} \) as the applied voltage exceeds \( E_g/q \). For GaAs lasers, \( \eta_d \) can exceed 80% and \( \eta_{\text{tot}} \) can approach 50%. The InGaAsP lasers are less efficient with \( \eta_d \sim 50\% \) and \( \eta_{\text{tot}} \sim 20\% \).

The exponential increase in the threshold current with temperature can be understood from Eq. (3.5.6). The carrier lifetime \( \tau_c \) is generally \( N \) dependent because of Auger recombination and decreases with \( N \) as \( N^2 \). The rate of Auger recombination increases exponentially with temperature and is responsible for the temperature sensitivity of InGaAsP lasers. Figure 3.20 also shows that the slope efficiency decreases with an increase in the output power (bending of the \( P-I \) curves). This decrease can be attributed to junction heating occurring under CW operation. It can also result from an increase in internal losses or current leakage at high operating powers. Despite these problems, the performance of DFB lasers improved substantially during the 1990s [10]–[12]. DFB lasers emitting >100 mW of power at room temperature in the 1.55 \( \mu \)m spectral region were fabricated by 1996 using a strained MQW design [61]. Such lasers exhibited < 10 mA threshold current at 20°C and emitted ~20 mW of power at 100°C while maintaining a MSR of >40 dB. By 2001, DFB lasers capable of delivering more than 200 mW of power were available commercially.
3.5.2 Small-Signal Modulation

The modulation response of semiconductor lasers is studied by solving the rate equations (3.5.1) and (3.5.2) with a time-dependent current of the form

\[ I(t) = I_b + I_m f_p(t), \]

where \( I_b \) is the bias current, \( I_m \) is the current, and \( f_p(t) \) represents the shape of the current pulse. Two changes are necessary for a realistic description. First, Eq. (3.5.3) for the gain \( G \) must be modified to become [2]

\[ G = G_N (N - N_0) (1 - \varepsilon_{NL} P), \]

where \( \varepsilon_{NL} \) is a nonlinear-gain parameter that leads to a slight reduction in \( G \) as \( P \) increases. The physical mechanism behind this reduction can be attributed to several phenomena, such as spatial hole burning, spectral hole burning, carrier heating, and two-photon absorption [62]–[65]. Typical values of \( \varepsilon_{NL} \) are \( \sim 10^{-7} \). Equation (3.5.15) is valid for \( \varepsilon_{NL} P \ll 1 \). The factor \( 1 - \varepsilon_{NL} P \) should be replaced by \( (1 + P/P_c)^{-b} \), where \( P_c \) is a material parameter, when the laser power exceeds far above 10 mW. The exponent \( b \) equals \( \frac{1}{2} \) for spectral hole burning [63] but can vary over the range 0.2–1 because of the contribution of carrier heating [65].

The second change is related to an important property of semiconductor lasers. It turns out that whenever the optical gain changes as a result of changes in the carrier population \( N \), the refractive index also changes. From a physical standpoint, amplitude modulation in semiconductor lasers is always accompanied by phase modulation because of carrier-induced changes in the mode index \( \tilde{n} \). Phase modulation can be included through the equation [2]

\[ \frac{d\phi}{dt} = \frac{1}{2} \beta_c \left[ G_N (N - N_0) - \frac{1}{\tau_p} \right], \]

where \( \beta_c \) is the amplitude-phase coupling parameter, commonly called the linewidth enhancement factor, as it leads to an enhancement of the spectral width associated with a single longitudinal mode (see Section 3.5.5). Typical values of \( \beta_c \) for InGaAsP lasers are in the range 4–8, depending on the operating wavelength [66]. Lower values of \( \beta_c \) occur in MQW lasers, especially for strained quantum wells [5].

In general, the nonlinear nature of the rate equations makes it necessary to solve them numerically. A useful analytic solution can be obtained for the case of small-signal modulation in which the laser is biased above threshold \( (I_b > I_{th}) \) and modulated such that \( I_m \ll I_b - I_{th} \). The rate equations can be linearized in that case and solved analytically, using the Fourier-transform technique, for an arbitrary form of \( f_p(t) \). The small-signal modulation bandwidth can be obtained by considering the response of semiconductor lasers to sinusoidal modulation at the frequency \( \omega_m \) so that \( f_p(t) = \sin(\omega_m t) \). The laser output is also modulated sinusoidally. The general solution of Eqs. (3.5.1) and (3.5.2) is given by

\[ P(t) = P_b + |p_m| \sin(\omega_m t + \theta_m), \]

\[ N(t) = N_b + |n_m| \sin(\omega_m t + \psi_m), \]
where \( P_b \) and \( N_b \) are the steady-state values at the bias current \( I_b \), \( |p_m| \) and \( |n_m| \) are small changes occurring because of current modulation, and \( \theta_m \) and \( \psi_m \) govern the phase lag associated with the small-signal modulation. In particular, \( p_m \equiv |p_m| \exp(i\theta_m) \) is given by [2]

\[
p_m(\omega_m) = \frac{P_b G N I_m/\eta}{(\Omega_R + \omega_m - i\Gamma_R)(\Omega_R - \omega_m + i\Gamma_R)}.
\]

(3.5.19)

where

\[
\Omega_R = \left[ G G N P_b - (\Gamma_P - \Gamma_N)^2/4 \right]^{1/2}, \quad \Gamma_R = (\Gamma_P + \Gamma_N)/2,
\]

\[
\Gamma_P = R_{sp}/P_b + \epsilon_{NL} G P_b, \quad \Gamma_N = \tau_c^{-1} + G N P_b.
\]

(3.5.20)

\( \Omega_R \) and \( \Gamma_R \) are the frequency and the damping rate of relaxation oscillations. These two parameters play an important role in governing the dynamic response of semiconductor lasers. In particular, the efficiency is reduced when the modulation frequency exceeds \( \Omega_R \) by a large amount.

Similar to the case of LEDs, one can introduce the transfer function as

\[
H(\omega_m) = \frac{p_m(\omega_m)}{p_m(0)} = \frac{\Omega_R^2 + \Gamma_R^2}{(\Omega_R + \omega_m - i\Gamma_R)(\Omega_R - \omega_m + i\Gamma_R)}.
\]

(3.5.22)

The modulation response is flat \([H(\omega_m) \approx 1]\) for frequencies such that \( \omega_m \ll \Omega_R \), peaks at \( \omega_m = \Omega_R \), and then drops sharply for \( \omega_m \gg \Omega_R \). These features are observed experimentally for all semiconductor lasers [67]–[70]. Figure 3.21 shows the modulation.

**Figure 3.21**: Measured (solid curves) and fitted (dashed curves) modulation response of a 1.55-\( \mu \)m DFB laser as a function of modulation frequency at several bias levels. (After Ref. [70]; ©1997 IEEE; reprinted with permission.)
response of a 1.55-\textmu m DFB laser at several bias levels [70]. The 3-dB modulation bandwidth, \( f_{3\text{dB}} \), is defined as the frequency at which \( |H(\omega_{\text{m}})| \) is reduced by 3 dB (by a factor of 2) compared with its direct-current (dc) value. Equation (3.5.22) provides the following analytic expression for \( f_{3\text{dB}} \):

\[
f_{3\text{dB}} = \frac{1}{2\pi} \left[ \Omega_R^2 + \Gamma_R^2 + 2 \Omega_R^4 + \Omega_R^2 \Gamma_R^2 + \Gamma_R^4 \right]^{1/2}.
\]  

(3.5.23)

For most lasers, \( \Gamma_R \ll \Omega_R \), and \( f_{3\text{dB}} \) can be approximated by

\[
f_{3\text{dB}} \approx \frac{\sqrt{3} \Omega_R}{2\pi} \approx \left( \frac{3G_N P_b}{4\pi^2 \tau_p} \right)^{1/2} = \left[ \frac{3G_N}{4\pi^2 q} (I_b - I_{\text{th}}) \right]^{1/2},
\]  

(3.5.24)

where \( \Omega_R \) was approximated by \( (G G_{\text{mod}} P_b)^{1/2} \) in Eq. (3.5.21) and \( G \) was replaced by \( 1/\tau_p \) since gain equals loss in the above-threshold regime. The last expression was obtained by using Eq. (3.5.7) at the bias level.

Equation (3.5.24) provides a remarkably simple expression for the modulation bandwidth. It shows that \( f_{3\text{dB}} \) increases with an increase in the bias level as \( \sqrt{P_b} \) or as \( (I_b - I_{\text{th}})^{1/2} \). This square-root dependence has been verified for many DFB lasers exhibiting a modulation bandwidth of up to 30 GHz [67]–[70]. Figure 3.21 shows how \( f_{3\text{dB}} \) can be increased to 24 GHz for a DFB laser by biasing it at 80 mA [70]. A modulation bandwidth of 25 GHz was realized in 1994 for a packaged 1.55-\textmu m InGaAsP laser specifically designed for high-speed response [68].

### 3.5.3 Large-Signal Modulation

The small-signal analysis, although useful for a qualitative understanding of the modulation response, is not generally applicable to optical communication systems where the laser is typically biased close to threshold and modulated considerably above threshold to obtain optical pulses representing digital bits. In this case of large-signal modulation, the rate equations should be solved numerically. Figure 3.22 shows, as an example, the shape of the emitted optical pulse for a laser biased at \( I_b = 1.1 I_{\text{th}} \) and modulated at 2 Gb/s using rectangular current pulses of duration 500 ps and amplitude \( I_m = I_{\text{th}} \). The optical pulse does not have sharp leading and trailing edges because of a limited modulation bandwidth and exhibits a rise time \( \sim 100 \) ps and a fall time \( \sim 300 \) ps. The initial overshoot near the leading edge is a manifestation of relaxation oscillations. Even though the optical pulse is not an exact replica of the applied electrical pulse, deviations are small enough that semiconductor lasers can be used in practice.

As mentioned before, amplitude modulation in semiconductor lasers is accompanied by phase modulation governed by Eq. (3.5.16). A time-varying phase is equivalent to transient changes in the mode frequency from its steady-state value \( v_0 \). Such a pulse is called chirped. The frequency chirp \( \delta v(t) \) is obtained by using Eq. (3.5.16) and is given by

\[
\delta v(t) = \frac{1}{2\pi} \frac{d\phi}{dt} = \frac{\beta_c}{4\pi} \left[ G_N (N - N_0) - \frac{1}{\tau_p} \right].
\]  

(3.5.25)

The dashed curve in Fig. 3.21 shows the frequency chirp across the optical pulse. The mode frequency shifts toward the blue side near the leading edge and toward the red
Figure 3.22: Simulated modulation response of a semiconductor laser to 500-ps rectangular current pulses. Solid curve shows the pulse shape and the dashed curve shows the frequency chirp imposed on the pulse ($\beta_c = 5$).

side near the trailing edge of the optical pulse [71]. Such a frequency shift implies that the pulse spectrum is considerably broader than that expected in the absence of frequency chirp.

It was seen in Section 2.4 that the frequency chirp can limit the performance of optical communication systems, especially when $\beta_2 C > 0$, where $\beta_2$ is the dispersion parameter and $C$ is the chirp parameter. Even though optical pulses emitted from semiconductors are generally not Gaussian, the analysis of Section 2.4 can be used to study chirp-induced pulse broadening [72] if we identify $C$ with $-\beta_c$ in Eq. (2.4.23). It turns out that 1.55-μm lightwave systems are limited to distances below 100 km even at a bit rate of 2.5 Gb/s because of the frequency chirp [71] when conventional fibers are used ($\beta_2 \approx -20$ ps²/km). Higher bit rates and longer distances can only be realized by using a dispersion management scheme so that the average dispersion is close to zero (see Chapter 7).

Since frequency chirp is often the limiting factor for lightwave systems operating near 1.55 μm, several methods have been used to reduce its magnitude [73]–[77]. These include pulse-shape tailoring, injection locking, and coupled-cavity schemes. A direct way to reduce the frequency chirp is to design semiconductor lasers with small values of the linewidth enhancement factor $\beta_c$. The use of quantum-well design reduces $\beta_c$ by about a factor of about 2. A further reduction occurs for strained quantum wells [76]. Indeed, $\beta_c \approx 1$ has been measured in modulation-doped strained MQW lasers [77]. Such lasers exhibit low chirp under direct modulation. The frequency chirp resulting from current modulation can be avoided altogether if the laser is continuously operated, and an external modulator is used to modulate the laser output [78].
integrated electroabsorption modulator or an external LiNbO$_3$ modulator (see Section 3.6). One can even design a modulator to reverse the sign of chirp such that $\beta_3 C < 0$, resulting in improved system performance.

Lightwave system designed using the RZ format, optical time-division multiplexing, or solitons often require mode-locked lasers that generate short optical pulses (width $\sim 10$ ps) at a high repetition rate equal to the bit rate. External-cavity semiconductor lasers can be used for this purpose, and are especially practical if a fiber grating is used for an external mirror. An external modulator is still needed to impose the data on the mode-locked pulse train; it blocks pulses in each bit slot corresponding to 0 bits. The gain switching has also been used to generate short pulses from a semiconductor laser. A mode-locked fiber laser can also be used for the same purpose [79].

### 3.5.4 Relative Intensity Noise

The output of a semiconductor laser exhibits fluctuations in its intensity, phase, and frequency even when the laser is biased at a constant current with negligible current fluctuations. The two fundamental noise mechanisms are spontaneous emission and electron–hole recombination (shot noise). Noise in semiconductor lasers is dominated by spontaneous emission. Each spontaneously emitted photon adds to the coherent field (established by stimulated emission) a small field component whose phase is random, and thus perturbs both amplitude and phase in a random manner. Moreover, such spontaneous-emission events occur randomly at a high rate ($\sim 10^{12} \text{ s}^{-1}$) because of a relatively large value of $R_{sp}$ in semiconductor lasers. The net result is that the intensity and the phase of the emitted light exhibit fluctuations over a time scale as short as 100 ps. Intensity fluctuations lead to a limited signal-to-noise ratio (SNR), whereas phase fluctuations lead to a finite spectral linewidth when semiconductor lasers are operated at a constant current. Since such fluctuations can affect the performance of lightwave systems, it is important to estimate their magnitude [80].

The rate equations can be used to study laser noise by adding a noise term, known as the Langevin force, to each of them [81]. Equations (3.5.1), (3.5.2), and (3.5.16) then become

$$\frac{dP}{dt} = \left( G - \frac{1}{\tau_p} \right) P + R_{sp} + F_p(t), \quad (3.5.26)$$

$$\frac{dN}{dt} = \frac{I}{q} - \frac{N}{\tau_e} - GP + F_N(t), \quad (3.5.27)$$

$$\frac{d\phi}{dt} = \frac{1}{2} \beta_c \left[ G_N (N - N_0) - \frac{1}{\tau_p} \right] + F_\phi(t), \quad (3.5.28)$$

where $F_p(t)$, $F_N(t)$, and $F_\phi(t)$ are the Langevin forces. They are assumed to be Gaussian random processes with zero mean and to have a correlation function of the form (the Markoffian approximation)

$$\langle F_i(t)F_j(t') \rangle = 2D_{ij} \delta(t - t'), \quad (3.5.29)$$
where \(i, j = P, N, \) or \(\phi,\) angle brackets denote the ensemble average, and \(D_{ij}\) is called the diffusion coefficient. The dominant contribution to laser noise comes from only two diffusion coefficients \(D_{pp} = R_{pp}P\) and \(D_{\phi\phi} = R_{\phi\phi}/4P;\) others can be assumed to be nearly zero [82].

The intensity-autocorrelation function is defined as

\[
C_{pp}(\tau) = \langle \delta P(t)\delta P(t+\tau) \rangle / \bar{P}^2,
\]

where \(\bar{P} = \langle P \rangle\) is the average value and \(\delta P = P - \bar{P}\) represents a small fluctuation. The Fourier transform of \(C_{pp}(\tau)\) is known as the relative-intensity-noise (RIN) spectrum and is given by

\[
\text{RIN}(\omega) = \int_{-\infty}^{\infty} C_{pp}(\tau) \exp(-i\omega \tau) d\tau.
\]

The RIN can be calculated by linearizing Eqs. (3.5.26) and (3.5.27) in \(\delta P\) and \(\delta N,\) solving the linearized equations in the frequency domain, and performing the average with the help of Eq. (3.5.29). It is given approximately by [2]

\[
\text{RIN}(\omega) = \frac{2R_{pp}\{(\Gamma_R^2 + \omega^2) + G_H G_P G_1/(1 + N/\tau R_{pp}\bar{P} - 2\Gamma_N)\}}{\bar{P}[(\Omega_R - \omega)^2 + \Gamma_R^2][(\Omega_R + \omega)^2 + \Gamma_R^2]},
\]

where \(\Omega_R\) and \(\Gamma_R\) are the frequency and the damping rate of relaxation oscillations. They are given by Eq. (3.5.21), with \(P_n\) replaced by \(\bar{P}.\)

Figure 3.23 shows the calculated RIN spectra at several power levels for a typical 1.55-\(\mu\)m InGaAsP laser. The RIN is considerably enhanced near the relaxation-oscillation frequency \(\Omega_R\) but decreases rapidly for \(\omega \gg \Omega_R,\) since the laser is not able to respond to fluctuations at such high frequencies. In essence, the semiconductor laser

![Figure 3.23: RIN spectra at several power levels for a typical 1.55-\(\mu\)m semiconductor laser.](image_url)
acts as a bandpass filter of bandwidth $\Omega_R$ to spontaneous-emission fluctuations. At a given frequency, RIN decreases with an increase in the laser power as $P^{-3}$ at low powers, but this behavior changes to $P^{-1}$ dependence at high powers.

The autocorrelation function $C_{pp}(\tau)$ is calculated using Eqs. (3.5.31) and (3.5.32). The calculation shows that $C_{pp}(\tau)$ follows relaxation oscillations and approaches zero for $\tau > \Gamma_R^{-1}$ [83]. This behavior indicates that intensity fluctuations do not remain correlated for times longer than the damping time of relaxation oscillations. The quantity of practical interest is the SNR defined as $P/\sigma_p$, where $\sigma_p$ is the root-mean-square (RMS) noise. From Eq. (3.5.30), SNR = $\left( \frac{\epsilon_{NL}}{R_p \tau_p} \right)^{1/2} P$. (3.5.33)

The presence of $\epsilon_{NL}$ indicates that the nonlinear form of the gain in Eq. (3.5.15) plays a crucial role. This form needs to be modified at high powers. Indeed, a more accurate treatment shows that the SNR eventually saturates at a value of about 30 dB and becomes power independent [83].

So far, the laser has been assumed to oscillate in a single longitudinal mode. In practice, even DFB lasers are accompanied by one or more side modes. Even though side modes remain suppressed by more than 20 dB on the basis of the average power, their presence can affect the RIN significantly. In particular, the main and side modes can fluctuate in such a way that individual modes exhibit large intensity fluctuations, but the total intensity remains relatively constant. This phenomenon is called mode-partition noise (MPN) and occurs due to an anticorrelation between the main and side modes [2]. It manifests through the enhancement of RIN for the main mode by 20 dB or more in the low-frequency range 0–1 GHz; the exact value of the enhancement factor depends on the MSR [84]. In the case of a VCSEL, the MPN involves two transverse modes, [85]. In the absence of fiber dispersion, MPN would be harmless for optical communication systems, as all modes would remain synchronized during transmission and detection. However, in practice all modes do not arrive simultaneously at the receiver because they travel at slightly different speeds. Such a desynchronization not only degrades the SNR of the received signal but also leads to intersymbol interference. The effect of MPN on the system performance is discussed in Section 7.4.3.

3.5.5 Spectral Linewidth

The spectrum of emitted light is related to the field-autocorrelation function $\Gamma_{EE}(\tau)$ through a Fourier-transform relation similar to Eq. (3.5.31), i.e.,

$$S(\omega) = \int_{-\infty}^{\infty} \Gamma_{EE}(t) \exp[-i(\omega - \omega_0)\tau] d\tau,$$  \hspace{1cm} (3.5.34)

where $\Gamma_{EE}(t) = \langle E^*(t)E(t + \tau) \rangle$ and $E(t) = \sqrt{P} \exp(i\phi)$ is the optical field. If intensity fluctuations are neglected, $\Gamma_{EE}(t)$ is given by

$$\Gamma_{EE}(t) = \langle \exp[i\Delta\phi(t)] \rangle = \exp[-(\Delta\phi^2(t))/2],$$  \hspace{1cm} (3.5.35)
3.5. LASER CHARACTERISTICS

where the phase fluctuation \( \Delta \phi(t) = \phi(t + \tau) - \phi(t) \) is taken to be a Gaussian random process. The phase variance \( \langle \Delta \phi^2(t) \rangle \) can be calculated by linearizing Eqs. (3.5.26)–(3.5.28) and solving the resulting set of linear equations. The result is [82]

\[
\langle \Delta \phi^2(t) \rangle = \frac{R_{sp}}{2P} \left\{ (1 + \beta_c^2)b \tau^2 + \frac{\beta_c^2 b}{2\Gamma_R \cos \delta} [\cos(3\delta) - e^{-\Gamma_R \tau} \cos(\Omega_R \tau - 3\delta)] \right\},
\]

where

\[
b = \Omega_R/(\Omega_R^2 + \Gamma_R^2)^{1/2} \quad \text{and} \quad \delta = \tan^{-1}(\Gamma_R/\Omega_R).
\]

The spectrum is obtained by using Eqs. (3.5.34)–(3.5.36). It is found to consist of a dominant central peak located at \( \omega_0 \) and multiple satellite peaks located at \( \omega = \omega_0 \pm m\Omega_R \), where \( m \) is an integer. The amplitude of satellite peaks is typically less than 1% of that of the central peak. The physical origin of the satellite peaks is related to relaxation oscillations, which are responsible for the term proportional to \( \tau \) in Eq. (3.5.36). If this term is neglected, the autocorrelation function \( \Gamma_{EE}(\tau) \) decays exponentially with \( \tau \).

The integral in Eq. (3.5.34) can then be performed analytically, and the spectrum is found to be Lorentzian. The spectral linewidth \( \Delta \nu \) is defined as the full-width at half-maximum (FWHM) of this Lorentzian line and is given by [82]

\[
\Delta \nu = R_{sp}(1 + \beta_c^2)/(4\pi P),
\]

where \( b = 1 \) was assumed as \( \Gamma_R \ll \Omega_R \) under typical operating conditions. The linewidth is enhanced by a factor of \( 1 + \beta_c^2 \) as a result of the amplitude-phase coupling governed by \( \beta_c \) in Eq. (3.5.28); \( \beta_c \) is called the linewidth enhancement factor for this reason.

Equation (3.5.38) shows that \( \Delta \nu \) should decrease as \( P^{-1} \) with an increase in the laser power. Such an inverse dependence is observed experimentally at low power levels (< 10 mW) for most semiconductor lasers. However, often the linewidth is found to saturate to a value in the range 1–10 MHz at a laser power level above 10 mW. Figure 3.24 shows such linewidth-saturation behavior for several 1.55-μm DFB lasers [86]. It also shows that the linewidth can be reduced considerably by using a MQW design for the DFB laser. The reduction is due to a smaller value of the parameter \( \beta_c \), realized by such a design. The linewidth can also be reduced by increasing the cavity length \( L \), since \( R_{sp} \) decreases and \( P \) increases at a given output power as \( L \) is increased. Although not obvious from Eq. (3.5.38), \( \Delta \nu \) can be shown to vary as \( L^{-2} \) when the length dependence of \( R_{sp} \) and \( P \) is incorporated. As seen in Fig. 3.24, \( \Delta \nu \) is reduced by about a factor of 4 when the cavity length is doubled. The 800-μm-long MQW-DFB laser is found to exhibit a linewidth as small as 270 kHz at a power output of 13.5 mW [86]. It is further reduced in strained MQW lasers because of relatively low values of \( \beta_c \), and a value of about 100 kHz has been measured in lasers with \( \beta_c \approx 1 \) [77]. It should be stressed, however, that the linewidth of most DFB lasers is typically 5–10 MHz when operating at a power level of 10 mW.

Figure 3.24 shows that as the laser power increases, the linewidth not only saturates but begins to rebroaden. Several mechanisms have been invoked to explain such behavior; a few of them are current noise, 1/f noise, nonlinear gain, sidemode interaction, and index nonlinearity [87]–[94]. The linewidth of most DFB lasers is small enough that it is not a limiting factor for lightwave systems.
3.6 Transmitter Design

So far this chapter has focused on the properties of optical sources. Although an optical source is a major component of optical transmitters, it is not the only component. Other components include a modulator for converting electrical data into optical form (if direct modulation is not used) and an electrical driving circuit for supplying current to the optical source. An external modulator is often used in practice at bit rates of 10 Gb/s or more for avoiding the chirp that is invariably imposed on the directly modulated signal. This section covers the design of optical transmitters with emphasis on the packaging issues [95]–[105].

3.6.1 Source–Fiber Coupling

The design objective for any transmitter is to couple as much light as possible into the optical fiber. In practice, the coupling efficiency depends on the type of optical source (LED versus laser) as well as on the type of fiber (multimode versus single mode). The coupling can be very inefficient when light from an LED is coupled into a single-mode fiber. As discussed briefly in Section 3.2.1, the coupling efficiency for an LED changes with the numerical aperture, and can become < 1% in the case of single-mode fibers. In contrast, the coupling efficiency for edge-emitting lasers is typically 40–50% and can exceed 80% for VCSELs because of their circular spot size. A small piece of fiber (known as a pigtail) is included with the transmitter so that the coupling efficiency can
be maximized during packaging; a splice or connector is used to join the pigtails with the fiber cable.

Two approaches have been used for source-fiber coupling. In one approach, known as direct or butt coupling, the fiber is brought close to the source and held in place by epoxy. In the other, known as lens coupling, a lens is used to maximize the coupling efficiency. Each approach has its own merits, and the choice generally depends on the design objectives. An important criterion is that the coupling efficiency should not change with time; mechanical stability of the coupling scheme is therefore a necessary requirement.

An example of butt coupling is shown in Fig. 3.25(a), where the fiber is brought in contact with a surface-emitting LED. The coupling efficiency for a fiber of numerical aperture NA is given by [96]

$$ n_c = (1 - R_f)(NA)^2, \quad (3.6.1) $$

where $R_f$ is the reflectivity at the fiber front end. $R_f$ is about 4% if an air gap exists between the source and the fiber, but can be reduced to nearly zero by placing an index-matching liquid. The coupling efficiency is about 1% for a surface-emitting LED and roughly 10% for an edge-emitting LED. Some improvement is possible in both cases.
by using fibers that are tapered or have a lensed tip. An external lens also improves the coupling efficiency but only at the expense of reduced mechanical tolerance.

The coupling of a semiconductor laser to a single-mode optical fiber is more efficient than that of an LED. The butt coupling provides only about 10% efficiency, as it makes no attempt to match the mode sizes of the laser and the fiber. Typically, index-guided InGaAsP lasers have a mode size of about 1 \( \mu \)m, whereas the mode size of a single-mode fiber is in the range 6–9 \( \mu \)m. The coupling efficiency can be improved by tapering the fiber end and forming a lens at the fiber tip. Figure 3.25(a) shows such a butt-coupling scheme for a commercial transmitter. The fiber is attached to a jewel, and the jewel is attached to the laser submount by using an epoxy [97]. The fiber tip is aligned with the emitting region of the laser to maximize the coupling efficiency (typically 40%). The use of a lensed fiber can improve the coupling efficiency, and values close to 100% have been realized with an optimum design [98]–[100].

Figure 3.25(b) shows a lens-coupling approach for transmitter design. The coupling efficiency can exceed 70% for such a confocal design in which a sphere is used to collimate the laser light and focus it onto the fiber core. The alignment of the fiber core is less critical for the confocal design because the spot size is magnified to match the fiber’s mode size. The mechanical stability of the package is ensured by soldering the fiber into a ferrule which is secured to the body by two sets of laser alignment welds. One set of welds establishes proper axial alignment, while the other set provides transverse alignment.

The laser–fiber coupling issue remains important, and several new schemes have been developed during the 1990s [101]–[105]. In one approach, a silicon optical bench is used to align the laser and the fiber [101]. In another, a silicon micromirror, fabricated by using the micro-machining technology, is used for optical alignment [102]. In a different approach, a directional coupler is used as the spot-size converter for maximizing the coupling efficiency [103]. Coupling efficiencies >80% have been realized by integrating a spot-size converter with semiconductor lasers [105].

An important problem that needs to be addressed in designing an optical transmitter is related to the extreme sensitivity of semiconductor lasers to optical feedback [2]. Even a relatively small amount of feedback (< 0.1%) can destabilize the laser and affect the system performance through phenomena such as linewidth broadening, mode hopping, and RIN enhancement [106]–[110]. Attempts are made to reduce the feedback into the laser cavity by using antireflection coatings. Feedback can also be reduced by cutting the fiber tip at a slight angle so that the reflected light does not hit the active region of the laser. Such precautions are generally enough to reduce the feedback to a tolerable level. However, it becomes necessary to use an optical isolator between the laser and the fiber in transmitters designed for more demanding applications. One such application corresponds to lightweight systems operating at high bit rates and requiring a narrow-linewidth DFB laser.

Most optical isolators make use of the Faraday effect, which governs the rotation of the plane of polarization of an optical beam in the presence of a magnetic field: The rotation is in the same direction for light propagating parallel or antiparallel to the magnetic field direction. Optical isolators consist of a rod of Faraday material such as yttrium iron garnet (YIG), whose length is chosen to provide 45° rotation. The YIG rod is sandwiched between two polarizers whose axes are tilted by 45° with
Figure 3.26: Driving circuit for a laser transmitter with feedback control to keep the average optical power constant. A photodiode monitors the output power and provides the control signal. (After Ref. [95]; ©1988 Academic Press; reprinted with permission.)

respect to each other. Light propagating in one direction passes through the second polarizer because of the Faraday rotation. By contrast, light propagating in the opposite direction is blocked by the first polarizer. Desirable characteristics of optical isolators are low insertion loss, high isolation (> 30 dB), compact size, and a wide spectral bandwidth of operation. A very compact isolator can be designed if the lens in Fig. 3.25(b) is replaced by a YIG sphere so that it serves a dual purpose [111]. As light from a semiconductor laser is already polarized, a signal polarizer placed between the YIG sphere and the fiber can reduce the feedback by more than 30 dB.

3.6.2 Driving Circuitry

The purpose of driving circuitry is to provide electrical power to the optical source and to modulate the light output in accordance with the signal that is to be transmitted. Driving circuits are relatively simple for LED transmitters but become increasingly complicated for high-bit-rate optical transmitters employing semiconductor lasers as an optical source [95]. As discussed in Section 3.5.2, semiconductor lasers are biased near threshold and then modulated through an electrical time-dependent signal. Thus the driving circuit is designed to supply a constant bias current as well as modulated electrical signal. Furthermore, a servo loop is often used to keep the average optical power constant.

Figure 3.26 shows a simple driving circuit that controls the average optical power through a feedback mechanism. A photodiode monitors the laser output and generates the control signal that is used to adjust the laser bias level. The rear facet of the laser is generally used for the monitoring purpose (see Fig. 3.25). In some transmitters a front-end tap is used to divert a small fraction of the output power to the detector. The bias-level control is essential, since the laser threshold is sensitive to the operating
temperature. The threshold current also increases with aging of the transmitter because of gradual degradation of the semiconductor laser.

The driving circuit shown in Fig. 3.26 adjusts the bias level dynamically but leaves the modulation current unchanged. Such an approach is acceptable if the slope efficiency of the laser does not change with aging. As discussed in Section 3.5.1 and seen in Fig. 3.20, the slope efficiency of the laser generally decreases with an increase in temperature. A thermoelectric cooler is often used to stabilize the laser temperature. An alternative approach consists of designing driving circuits that use dual-loop feedback circuits and adjust both the bias current and the modulation current automatically [112].

3.6.3 Optical Modulators

At bit rates of 10 Gb/s or higher, the frequency chirp imposed by direct modulation becomes large enough that direct modulation of semiconductor lasers is rarely used. For such high-speed transmitters, the laser is biased at a constant current to provide the CW output, and an optical modulator placed next to the laser converts the CW light into a data-coded pulse train with the right modulation format.

Two types of optical modulators developed for lightwave system applications are shown in Fig. 3.27. The electroabsorption modulator makes use of the Franz–Keldysh effect, according to which the bandgap of a semiconductor decreases when an electric field is applied across it. Thus, a transparent semiconductor layer begins to absorb light when its bandgap is reduced electronically by applying an external voltage. An extinction ratio of 15 dB or more can be realized for an applied reverse bias of a few volts at bit rates of up to 40 Gb/s [113]–[120]. Although some chirp is still imposed on coded pulses, it can be made small enough not to be detrimental for the system performance.

An advantage of electroabsorption modulators is that they are made using the same semiconductor material that is used for the laser, and thus the two can be easily inte-
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grated on the same chip. Low-chirp transmission at a bit rate of 5 Gb/s was demonstrated as early as 1994 by integrating an electroabsorption modulator with a DBR laser [114]. By 1999, 10-Gb/s optical transmitters with an integrated electroabsorption modulator were available commercially and were used routinely for WDM lightwave systems [119]. By 2001, such integrated modulators exhibited a bandwidth of more than 50 GHz and had the potential of operating at bit rates of up to 100 Gb/s [120]. An electroabsorption modulator can also be used to generate ultrashort pulses suitable for optical time-division multiplexing (OTDM). A DFB laser, integrated monolithically with a MQW modulator, was used as early as 1993 to generate a 20-GHz pulse train [113]. The 7-ps output pulses were nearly transform-limited because of an extremely low chirp associated with the modulator. A 40-GHz train of 1.6-ps pulses was produced in 1999 using an electroabsorption modulator; such pulses can be used for OTDM systems operating at a bit rate of 160 Gb/s [116].

The second category of optical modulators makes use of the LiNbO$_3$ material and a Mach–Zehnder (MZ) interferometer for intensity modulation [121]–[126]. Two titanium-diffused LiNbO$_3$ waveguides form the two arms of a MZ interferometer (see Fig. 3.27). The refractive index of electro-optic materials such as LiNbO$_3$ can be changed by applying an external voltage. In the absence of external voltage, the optical fields in the two arms of the MZ interferometer experience identical phase shifts and interfere constructively. The additional phase shift introduced in one of the arms through voltage-induced index changes destroys the constructive nature of the interference and reduces the transmitted intensity. In particular, no light is transmitted when the phase difference between the two arms equals $\pi$, because of destructive interference occurring in that case. As a result, the electrical bit stream applied to the modulator produces an optical replica of the bit stream.

The performance of an external modulator is quantified through the on–off ratio (also called extinction ratio) and the modulation bandwidth. Modern LiNbO$_3$ modulators provide an on–off ratio in excess of 20 and can be modulated at speeds up to 75 GHz [122]. The driving voltage is typically 5 V but can be reduced to below 3 V with a suitable design [125]. LiNbO$_3$ modulators with a bandwidth of 10 GHz were available commercially by 1998, and the bandwidth increased to 40 GHz by 2000 [126].

Other materials can also be used to make external modulators. For example, modulators have been fabricated using electro-optic polymers. Already in 1995 such a modulator exhibited a modulation bandwidth of up to 60 GHz [127]. In a 2001 experiment, a polymeric electro-optic MZ modulator required only 1.8 V for shifting the phase of a 1.55-$\mu$m signal by $\pi$ in one of the arms of the MZ interferometer [128]. The device was only 3 cm long and exhibited about 5-dB chip losses. With further development, such modulators may find applications in lightwave systems.

3.6.4 Optoelectronic Integration

The electrical components used in the driving circuit determine the rate at which the transmitter output can be modulated. For lightwave transmitters operating at bit rates above 1 Gb/s, electrical parasitics associated with various transistors and other components often limit the transmitter performance. The performance of high-speed trans-
transmitters can be improved considerably by using monolithic integration of the laser with the driver. Since optical and electrical devices are fabricated on the same chip, such monolithic transmitters are referred to as optoelectronic integrated-circuit (OEIC) transmitters. The OEIC approach was first applied to integration of GaAs lasers, since the technology for fabrication of GaAs electrical devices is relatively well established [129]-[131]. The technology for fabrication of InP OEICs evolved rapidly during the 1990s [132]-[136]. A 1.5-µm OEIC transmitter capable of operating at 5 Gb/s was demonstrated in 1988 [132]. By 1995, 10-Gb/s laser transmitters were fabricated by integrating 1.55-µm DFB lasers with field-effect transistors made with the InGaAs/InAlAs material system. Since then, OEIC transmitters with multiple lasers on the same chip have been developed for WDM applications (see Chapter 8).

A related approach to OEIC integrates the semiconductor laser with a photodetector [137]-[139] and/or with a modulator [117]-[120]. The photodetector is generally used for monitoring and stabilizing the output power of the laser. The role of the modulator is to reduce the dynamic chirp occurring when a semiconductor laser is modulated directly (see Section 3.5.2). Photodetectors can be fabricated by using the same material as that used for the laser (see Chapter 4).

The concept of monolithic integration can be extended to build single-chip transmitters by adding all functionality on the same chip. Considerable effort has been directed toward developing such OEICs, often called photonic integrated circuits [6], which integrate on the same chip multiple optical components, such as lasers, detectors, modulators, amplifiers, filters, and waveguides [140]-[145]. Such integrated circuits should prove quite beneficial to lightwave technology.

3.6.5 Reliability and Packaging

An optical transmitter should operate reliably over a relatively long period of time (10 years or more) in order to be useful as a major component of lightwave systems. The reliability requirements are quite stringent for undersea lightwave systems, for which repairs and replacement are prohibitively expensive. By far the major reason for failure of optical transmitters is the optical source itself. Considerable testing is performed during assembly and manufacture of transmitters to ensure a reasonable lifetime for the optical source. It is common [95] to quantify the lifetime by a parameter \( t_F \) known as mean time to failure (MTTF). Its use is based on the assumption of an exponential failure probability \( P_F = \exp(-t/t_F) \). Typically, \( t_F \) should exceed \( 10^5 \) hours (about 11 years) for the optical source. Reliability of semiconductor lasers has been studied extensively to ensure their operation under realistic operating conditions [146]-[151].

Both LEDs and semiconductor lasers can stop operating suddenly (catastrophic degradation) or may exhibit a gradual mode of degradation in which the device efficiency degrades with aging [147]. Attempts are made to identify devices that are likely to degrade catastrophically. A common method is to operate the device at high temperatures and high current levels. This technique is referred to as burn-in or accelerated aging [146] and is based on the assumption that under high-stress conditions weak devices will fail, while others will stabilize after an initial period of rapid degradation. The change in the operating current at a constant power is used as a measure of device degradation. Figure 3.28 shows the change in the operating current of a 1.3-µm
InGaAsP laser aged at 60°C under a constant output power of 5 mW from each facet. The operating current for this laser increases by 40% in the first 400 hours but then stabilizes and increases at a much reduced rate indicative of gradual degradation. The degradation rate can be used to estimate the laser lifetime and the MTTF at the elevated temperature. The MTTF at the normal operating temperature is then extrapolated by using an Arrhenius-type relation $t_F = t_0 \exp\left(-E_a/k_B T\right)$, where $t_0$ is a constant and $E_a$ is the activation energy with a typical value of about 1 eV [147]. Physically, gradual degradation is due to the generation of various kinds of defects (dark-line defects, dark-spot defects) within the active region of the laser or LED [2].

Extensive tests have shown that LEDs are normally more reliable than semiconductor lasers under the same operating conditions. The MTTF for GaAs LEDs easily exceeds $10^6$ hours and can be $>10^7$ hours at 25°C [147]. The MTTF for InGaAsP LEDs is even larger, approaching a value $\sim 10^9$ hours. By contrast, the MTTF for InGaAsP lasers is generally limited to $10^6$ hours at 25°C [148]–[150]. Nonetheless, this value is large enough that semiconductor lasers can be used in undersea optical transmitters designed to operate reliably for a period of 25 years. Because of the adverse effect of high temperatures on device reliability, most transmitters use a thermoelectric cooler to maintain the source temperature near 20°C even when the outside temperature may be as high as 80°C.

Even with a reliable optical source, a transmitter may fail in an actual system if the coupling between the source and the fiber degrades with aging. Coupling stability is an important issue in the design of reliable optical transmitters. It depends ultimately on the packaging of transmitters. Although LEDs are often packaged nonhermetically, an hermetic environment is essential for semiconductor lasers. It is common to package the laser separately so that it is isolated from other transmitter components. Figure 3.25 showed two examples of laser packages. In the butt-coupling scheme, an epoxy
is used to hold the laser and fiber in place. Coupling stability in this case depends on how epoxy changes with aging of the transmitter. In the lens-coupling scheme, laser welding is used to hold various parts of the assembly together. The laser package becomes a part of the transmitter package, which includes other electrical components associated with the driving circuit. The choice of transmitter package depends on the type of application; a dual-in-line package or a butterfly housing with multiple pins is typically used.

Testing and packaging of optical transmitters are two important parts of the manufacturing process [149], and both of them add considerably to the cost of a transmitter. The development of low-cost packaged transmitters is necessary, especially for local-area and local-loop applications.

Problems

3.1 Show that the external quantum efficiency of a planar LED is given approximately by
\[ \eta_{\text{ext}} = n^{-1}(n + 1)^{-2}, \]
where \( n \) is the refractive index of the semiconductor–air interface. Consider Fresnel reflection and total internal reflection at the output facet. Assume that the internal radiation is uniform in all directions.

3.2 Prove that the 3-dB optical bandwidth of a LED is related to the 3-dB electrical bandwidth by the relation
\[ f_{3\text{dB}}(\text{optical}) = \sqrt{3} f_{3\text{dB}}(\text{electrical}). \]

3.3 Find the composition of the quaternary alloy InGaAsP for making semiconductor lasers operating at 1.3- and 1.55-\( \mu \)m wavelengths.

3.4 The active region of a 1.3-\( \mu \)m InGaAsP laser is 250 \( \mu \)m long. Find the active-region gain required for the laser to reach threshold. Assume that the internal loss is 30 cm\(^{-1}\), the mode index is 3.3, and the confinement factor is 0.4.

3.5 Derive the eigenvalue equation for the transverse-electric (TE) modes of a planar waveguide of thickness \( d \) and refractive index \( n_1 \) sandwiched between two cladding layers of refractive index \( n_2 \). (Hint: Follow the method of Section 2.2.2 using Cartesian coordinates.)

3.6 Use the result of Problem 3.5 to find the single-mode condition. Use this condition to find the maximum allowed thickness of the active layer for a 1.3-\( \mu \)m semiconductor laser. How does this value change if the laser operates at 1.55 \( \mu \)m? Assume \( n_1 = 3.5 \) and \( n_2 = 3.2 \).

3.7 Solve the rate equations in the steady state and obtain the analytic expressions for \( P \) and \( N \) as a function of the injection current \( I \). Neglect spontaneous emission for simplicity.

3.8 A semiconductor laser is operating continuously at a certain current. Its output power changes slightly because of a transient current fluctuation. Show that the laser power will attain its original value through an oscillatory approach. Obtain the frequency and the damping time of such relaxation oscillations.

3.9 A 250-\( \mu \)m-long InGaAsP laser has an internal loss of 40 cm\(^{-1}\). It operates in a single mode with the modal index 3.3 and the group index 3.4. Calculate the...
photon lifetime. What is the threshold value of the electron population? Assume that the gain varies as $G = G_N(N - N_0)$ with $G_N = 6 \times 10^3$ s$^{-1}$ and $N_0 = 1 \times 10^8$.

3.10 Determine the threshold current for the semiconductor laser of Problem 3.9 by taking 2 ns as the carrier lifetime. How much power is emitted from one facet when the laser is operated twice above threshold?

3.11 Consider the laser of Problem 3.9 operating twice above threshold. Calculate the differential quantum efficiency and the external quantum efficiency for the laser. What is the device (wall-plug) efficiency if the external voltage is 1.5 V? Assume that the internal quantum efficiency is 90%.

3.12 Calculate the frequency (in GHz units) and the damping time of the relaxation oscillations for the laser of Problem 3.9 operating twice above threshold. Assume that $G_P = -4 \times 10^4$ s$^{-1}$, where $G_P$ is the derivative of $G$ with respect to $P$. Also assume that $R_{sp} = 2/\tau_p$.

3.13 Determine the 3-dB modulation bandwidth for the laser of Problem 3.11 biased to operate twice above threshold. What is the corresponding 3-dB electrical bandwidth?

3.14 The threshold current of a semiconductor laser doubles when the operating temperature is increased by 50°C. What is the characteristic temperature of the laser?

3.15 Derive an expression for the 3-dB modulation bandwidth by assuming that the gain $G$ in the rate equations varies with $N$ and $P$ as

$$G(N, P) = G_N(N - N_0)(1 + P/P_s)^{-1/2}.$$

Show that the bandwidth saturates at high operating powers.

3.16 Solve the rate equations (3.5.1) and (3.5.2) numerically by using $I(t) = I_h + I_m f_p(t)$, where $f_p(t)$ represents a rectangular pulse of 200-ps duration. Assume that $I_h/I_0 = 0.8$, $I_m/I_0 = 3$, $\tau_p = 3$ ps, $\tau_c = 2$ ns, and $R_{sp} = 2/\tau_p$. Use Eq. (3.5.15) for the gain $G$ with $G_N = 10^4$ s$^{-1}$, $N_0 = 10^8$, and $\epsilon_{nl} = 10^{-7}$. Plot the optical pulse shape and the frequency chirp. Why is the optical pulse much shorter than the applied current pulse?

3.17 Complete the derivation of Eq. (3.5.32) for the RIN. How does this expression change if the gain $G$ is assumed of the form of Problem 3.15?

3.18 Calculate the autocorrelation $C_{pp}(\tau)$ by using Eqs. (3.5.31) and (3.5.32). Use it to derive an expression for the SNR of the laser output.
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Chapter 4

Optical Receivers

The role of an optical receiver is to convert the optical signal back into electrical form and recover the data transmitted through the lightwave system. Its main component is a photodetector that converts light into electricity through the photoelectric effect. The requirements for a photodetector are similar to those of an optical source. It should have high sensitivity, fast response, low noise, low cost, and high reliability. Its size should be compatible with the fiber-core size. These requirements are best met by photodetectors made of semiconductor materials. This chapter focuses on photodetectors and optical receivers [1]-[9]. We introduce in Section 4.1 the basic concepts behind the photodetection process and discuss in Section 4.2 several kinds of photodetectors commonly used for optical receivers. The components of an optical receiver are described in Section 4.3 with emphasis on the role played by each component. Section 4.4 deals with various noise sources that limit the signal-to-noise ratio in optical receivers. Sections 4.5 and 4.6 are devoted to receiver sensitivity and its degradation under nonideal conditions. The performance of optical receivers in actual transmission experiments is discussed in Section 4.7.

4.1 Basic Concepts

The fundamental mechanism behind the photodetection process is optical absorption. This section introduces basic concepts such as responsivity, quantum efficiency, and bandwidth that are common to all photodetectors and are needed later in this chapter.

4.1.1 Detector Responsivity

Consider the semiconductor slab shown schematically in Fig. 4.1. If the energy $h\nu$ of incident photons exceeds the bandgap energy, an electron–hole pair is generated each time a photon is absorbed by the semiconductor. Under the influence of an electric field set up by an applied voltage, electrons and holes are swept across the semiconductor, resulting in a flow of electric current. The photocurrent $I_p$ is directly proportional to
the incident optical power $P_{\text{in}}$, i.e.,

$$I_p = RP_{\text{in}},$$  \hspace{1cm} (4.1.1)

where $R$ is the responsivity of the photodetector (in units of A/W).

The responsivity $R$ can be expressed in terms of a fundamental quantity $\eta$, called the quantum efficiency and defined as

$$\eta = \frac{\text{electron generation rate}}{\text{photon incidence rate}} = \frac{I_p/q}{P_{\text{in}}/h\nu} = \frac{h\nu}{q} R,$$  \hspace{1cm} (4.1.2)

where Eq. (4.1.1) was used. The responsivity $R$ is thus given by

$$R = \frac{\eta\lambda}{h\nu} \approx \frac{\eta\lambda}{1.24},$$  \hspace{1cm} (4.1.3)

where $\lambda \equiv c/\nu$ is expressed in micrometers. The responsivity of a photodetector increases with the wavelength $\lambda$, simply because more photons are present for the same optical power. Such a linear dependence on $\lambda$ is not expected to continue forever because eventually the photon energy becomes too small to generate electrons. In semiconductors, this happens for $h\nu < E_g$, where $E_g$ is the bandgap. The quantum efficiency $\eta$ then drops to zero.

The dependence of $\eta$ on $\lambda$ enters through the absorption coefficient $\alpha$. If the facets of the semiconductor slab in Fig. 4.1 are assumed to have an antireflection coating, the power transmitted through the slab of width $W$ is $P_{\text{tr}} = \exp(-\alpha W)P_{\text{in}}$. The absorbed power can be written as

$$P_{\text{abs}} = P_{\text{in}} - P_{\text{tr}} = [1 - \exp(-\alpha W)]P_{\text{in}}.$$  \hspace{1cm} (4.1.4)

Since each absorbed photon creates an electron–hole pair, the quantum efficiency $\eta$ is given by

$$\eta = P_{\text{abs}}/P_{\text{in}} = 1 - \exp(-\alpha W).$$  \hspace{1cm} (4.1.5)
As expected, \( \eta \) becomes zero when \( \alpha = 0 \). On the other hand, \( \eta \) approaches 1 if \( \alpha W \gg 1 \).

Figure 4.2 shows the wavelength dependence of \( \alpha \) for several semiconductor materials commonly used to make photodetectors for lightwave systems. The wavelength \( \lambda_c \) at which \( \alpha \) becomes zero is called the cutoff wavelength, as that material can be used for a photodetector only for \( \lambda < \lambda_c \). As seen in Fig. 4.2, indirect-bandgap semiconductors such as Si and Ge can be used to make photodetectors even though the absorption edge is not as sharp as for direct-bandgap materials. Large values of \( \alpha \) (\( \sim 10^4 \text{ cm}^{-1} \)) can be realized for most semiconductors, and \( \eta \) can approach 100% for \( W \sim 10 \mu \text{m} \). This feature illustrates the efficiency of semiconductors for the purpose of photodetection.

### 4.1.2 Rise Time and Bandwidth

The bandwidth of a photodetector is determined by the speed with which it responds to variations in the incident optical power. It is useful to introduce the concept of *rise time* \( T_r \), defined as the time over which the current builds up from 10 to 90% of its final value when the incident optical power is changed abruptly. Clearly, \( T_r \) will depend on...
the time taken by electrons and holes to travel to the electrical contacts. It also depends on the response time of the electrical circuit used to process the photocurrent.

The rise time $T_r$ of a linear electrical circuit is defined as the time during which the response increases from 10 to 90% of its final output value when the input is changed abruptly (a step function). When the input voltage across an $RC$ circuit changes instantaneously from 0 to $V_0$, the output voltage changes as

$$V_{out}(t) = V_0[1 - \exp(-t/RC)],$$  \hspace{1cm} (4.1.6)

where $R$ is the resistance and $C$ is the capacitance of the $RC$ circuit. The rise time is found to be given by

$$T_r = (\ln 9)RC \approx 2.2\tau_{RC},$$  \hspace{1cm} (4.1.7)

where $\tau_{RC} = RC$ is the time constant of the $RC$ circuit.

The rise time of a photodetector can be written by extending Eq.(4.1.7) as

$$T_r = (\ln 9)(\tau_t + \tau_{RC}),$$  \hspace{1cm} (4.1.8)

where $\tau_t$ is the transit time and $\tau_{RC}$ is the time constant of the equivalent $RC$ circuit. The transit time is added to $\tau_{RC}$ because it takes some time before the carriers are collected after their generation through absorption of photons. The maximum collection time is just equal to the time an electron takes to traverse the absorption region. Clearly, $\tau_t$ can be reduced by decreasing $W$. However, as seen from Eq. (4.1.5), the quantum efficiency $\eta$ begins to decrease significantly for $\alpha W < 3$. Thus, there is a trade-off between the bandwidth and the responsivity (speed versus sensitivity) of a photodetector. Often, the $RC$ time constant $\tau_{RC}$ limits the bandwidth because of electrical parasitics. The numerical values of $\tau_t$ and $\tau_{RC}$ depend on the detector design and can vary over a wide range.

The bandwidth of a photodetector is defined in a manner analogous to that of a $RC$ circuit and is given by

$$\Delta f = \frac{2\pi(\tau_t + \tau_{RC})}{\tau_t + \tau_{RC}}.$$  \hspace{1cm} (4.1.9)

As an example, when $\tau_t = \tau_{RC} = 100$ ps, the bandwidth of the photodetector is below 1 GHz. Clearly, both $\tau_t$ and $\tau_{RC}$ should be reduced below 10 ps for photodetectors needed for lightwave systems operating at bit rates of 10 Gb/s or more.

Together with the bandwidth and the responsivity, the dark current $I_d$ of a photodetector is the third important parameter. Here, $I_d$ is the current generated in a photodetector in the absence of any optical signal and originates from stray light or from thermally generated electron–hole pairs. For a good photodetector, the dark current should be negligible ($I_d < 10$ nA).

### 4.2 Common Photodetectors

The semiconductor slab of Fig. 4.1 is useful for illustrating the basic concepts but such a simple device is rarely used in practice. This section focuses on reverse-biased $p$–$n$ junctions that are commonly used for making optical receivers. Metal–semiconductor–metal (MSM) photodetectors are also discussed briefly.
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4.2.1 p–n Photodiodes

A reverse-biased p–n junction consists of a region, known as the depletion region, that is essentially devoid of free charge carriers and where a large built-in electric field opposes flow of electrons from the n-side to the p-side (and of holes from p to n). When such a p–n junction is illuminated with light on one side, say the p-side (see Fig. 4.3), electron–hole pairs are created through absorption. Because of the large built-in electric field, electrons and holes generated inside the depletion region accelerate in opposite directions and drift to the n- and p-sides, respectively. The resulting flow of current is proportional to the incident optical power. Thus a reverse-biased p–n junction acts as a photodetector and is referred to as the p–n photodiode.

Figure 4.3(a) shows the structure of a p–n photodiode. As shown in Fig. 4.3(b), optical power decreases exponentially as the incident light is absorbed inside the depletion region. The electron–hole pairs generated inside the depletion region experience a large electric field and drift rapidly toward the p- or n-side, depending on the electric charge [Fig. 4.3(c)]. The resulting current flow constitutes the photodiode response to the incident optical power in accordance with Eq. (4.1.1). The responsivity of a photodiode is quite high ($R \sim 1$ A/V) because of a high quantum efficiency.

The bandwidth of a p–n photodiode is often limited by the transit time $\tau_t$ in Eq. (4.1.9). If $W$ is the width of the depletion region and $v_d$ is the drift velocity, the transit time is given by

$$\tau_t = \frac{W}{v_d}, \quad (4.2.1)$$

Typically, $W \sim 10 \, \mu$m, $v_d \sim 10^5$ m/s, and $\tau_t \sim 100$ ps. Both $W$ and $v_d$ can be optimized to minimize $\tau_t$. The depletion-layer width depends on the acceptor and donor concentrations and can be controlled through them. The velocity $v_d$ depends on the applied voltage but attains a maximum value (called the saturation velocity) $\sim 10^6$ m/s that depends on the material used for the photodiode. The $RC$ time constant $\tau_{RC}$ can be
written as

$$\tau_{RC} = (R_L + R_s)C_p,$$

(4.2.2)

where $R_L$ is the external load resistance, $R_s$ is the internal series resistance, and $C_p$ is the parasitic capacitance. Typically, $\tau_{RC} \sim 100$ ps, although lower values are possible with a proper design. Indeed, modern $p$–$n$ photodiodes are capable of operating at bit rates of up to 40 Gb/s.

The limiting factor for the bandwidth of $p$–$n$ photodiodes is the presence of a diffusive component in the photocurrent. The physical origin of the diffusive component is related to the absorption of incident light outside the depletion region. Electrons generated in the $p$-region have to diffuse to the depletion-region boundary before they can drift to the $n$-side; similarly, holes generated in the $n$-region must diffuse to the depletion-region boundary. Diffusion is an inherently slow process; carriers take a nanosecond or longer to diffuse over a distance of about 1 $\mu$m. Figure 4.4 shows how the presence of a diffusive component can distort the temporal response of a photodiode. The diffusion contribution can be reduced by decreasing the widths of the $p$- and $n$-regions and increasing the depletion-region width so that most of the incident optical power is absorbed inside it. This is the approach adopted for $p$–$i$–$n$ photodiodes, discussed next.

### 4.2.2 $p$–$i$–$n$ Photodiodes

A simple way to increase the depletion-region width is to insert a layer of undoped (or lightly doped) semiconductor material between the $p$–$n$ junction. Since the middle
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Figure 4.5: (a) A p–i–n photodiode together with the electric-field distribution under reverse bias; (b) design of an InGaAs p–i–n photodiode.

layer consists of nearly intrinsic material, such a structure is referred to as the p–i–n photodiode. Figure 4.5(a) shows the device structure together with the electric-field distribution inside it under reverse-bias operation. Because of its intrinsic nature, the middle i-layer offers a high resistance, and most of the voltage drop occurs across it. As a result, a large electric field exists in the i-layer. In essence, the depletion region extends throughout the i-region, and its width $W$ can be controlled by changing the middle-layer thickness. The main difference from the p–n photodiode is that the drift component of the photocurrent dominates over the diffusion component simply because most of the incident power is absorbed inside the i-region of a p–i–n photodiode.

Since the depletion width $W$ can be tailored in p–i–n photodiodes, a natural question is how large $W$ should be. As discussed in Section 4.1, the optimum value of $W$ depends on a compromise between speed and sensitivity. The responsivity can be increased by increasing $W$ so that the quantum efficiency $\eta$ approaches 100% [see Eq. (4.1.5)]. However, the response time also increases, as it takes longer for carriers to drift across the depletion region. For indirect-bandgap semiconductors such as Si and Ge, typically $W$ must be in the range 20–50 $\mu$m to ensure a reasonable quantum efficiency. The bandwidth of such photodiodes is then limited by a relatively long transit time ($\tau_T > 200$ ps). By contrast, $W$ can be as small as 3–5 $\mu$m for photodiodes that use direct-bandgap semiconductors, such as InGaAs. The transit time for such photodiodes is $\tau_T \sim 10$ ps. Such values of $\tau_T$ correspond to a detector bandwidth $\Delta f \sim 10$ GHz if we use Eq. (4.1.9) with $\tau_T > \tau_{RC}$.

The performance of p–i–n photodiodes can be improved considerably by using a double-heterostructure design. Similar to the case of semiconductor lasers, the middle i-type layer is sandwiched between the p-type and n-type layers of a different semiconductor whose bandgap is chosen such that light is absorbed only in the middle i-layer. A p–i–n photodiode commonly used for lightwave applications uses InGaAs for the middle layer and InP for the surrounding p-type and n-type layers [10]. Figure 4.5(b)
shows such an InGaAs $p-i-n$ photodiode. Since the bandgap of InP is 1.35 eV, InP is transparent for light whose wavelength exceeds 0.92 $\mu$m. By contrast, the bandgap of lattice-matched In$_{1-x}$Ga$_x$As material with $x = 0.47$ is about 0.75 eV (see Section 3.1.4), a value that corresponds to a cutoff wavelength of 1.65 $\mu$m. The middle InGaAs layer thus absorbs strongly in the wavelength region 1.3–1.6 $\mu$m. The diffusive component of the detector current is eliminated completely in such a heterostructure photodiode simply because photons are absorbed only inside the depletion region. The front facet is often coated using suitable dielectric layers to minimize reflections. The quantum efficiency $\eta$ can be made almost 100% by using an InGaAs layer 4–5 $\mu$m thick. InGaAs photodiodes are quite useful for lightwave systems and are often used in practice. Table 4.1 lists the operating characteristics of three common $p-i-n$ photodiodes.

Considerable effort was directed during the 1990s toward developing high-speed $p-i-n$ photodiodes capable of operating at bit rates exceeding 10 Gb/s [10]–[20]. Bandwidths of up to 70 GHz were realized as early as 1986 using a thin absorption layer ($< 1 \mu$m) and by reducing the parasitic capacitance $C_p$ with a small size, but only at the expense of a lower quantum efficiency and responsivity [10]. By 1995, $p-i-n$ photodiodes exhibited a bandwidth of 110 GHz for devices designed to reduce $\tau_{RC}$ to near 1 ps [15].

Several techniques have been developed to improve the efficiency of high-speed photodiodes. In one approach, a Fabry–Perot (FP) cavity is formed around the $p-i-n$ structure to enhance the quantum efficiency [11]–[14], resulting in a laserlike structure. As discussed in Section 3.3.2, a FP cavity has a set of longitudinal modes at which the internal optical field is resonantly enhanced through constructive interference. As a result, when the incident wavelength is close to a longitudinal mode, such a photodiode exhibits high sensitivity. The wavelength selectivity can even be used to advantage in wavelength-division multiplexing (WDM) applications. A nearly 100% quantum efficiency was realized in a photodiode in which one mirror of the FP cavity was formed by using the Bragg reflectivity of a stack of AlGaAs/AlAs layers [12]. This approach was extended to InGaAs photodiodes by inserting a 90-nm-thick InGaAs absorbing layer into a microcavity composed of a GaAs/AlAs Bragg mirror and a dielectric mirror. The device exhibited 94% quantum efficiency at the cavity resonance with a bandwidth of 14 nm [13]. By using an air-bridged metal waveguide together with an undercut mesa

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Si</th>
<th>Ge</th>
<th>InGaAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>$\lambda$</td>
<td>$\mu$m</td>
<td>0.4–1.1</td>
<td>0.8–1.8</td>
<td>1.0–1.7</td>
</tr>
<tr>
<td>Responsivity</td>
<td>$R$</td>
<td>A/W</td>
<td>0.4–0.6</td>
<td>0.5–0.7</td>
<td>0.6–0.9</td>
</tr>
<tr>
<td>Quantum efficiency</td>
<td>$\eta$</td>
<td>%</td>
<td>75–90</td>
<td>50–55</td>
<td>60–70</td>
</tr>
<tr>
<td>Dark current</td>
<td>$I_d$</td>
<td>nA</td>
<td>1–10</td>
<td>50–500</td>
<td>1–20</td>
</tr>
<tr>
<td>Rise time</td>
<td>$T_r$</td>
<td>ns</td>
<td>0.5–1</td>
<td>0.1–0.5</td>
<td>0.02–0.5</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>$\Delta f$</td>
<td>GHz</td>
<td>0.3–0.6</td>
<td>0.5–3</td>
<td>1–10</td>
</tr>
<tr>
<td>Bias voltage</td>
<td>$V_b$</td>
<td>V</td>
<td>50–100</td>
<td>6–10</td>
<td>5–6</td>
</tr>
</tbody>
</table>
structure, a bandwidth of 120 GHz has been realized [14]. The use of such a structure within a FP cavity should provide a p–i–n photodiode with a high bandwidth and high efficiency.

Another approach to realize efficient high-speed photodiodes makes use of an optical waveguide into which the optical signal is edge coupled [16]–[20]. Such a structure resembles an unpumped semiconductor laser except that various epitaxial layers are optimized differently. In contrast with a semiconductor laser, the waveguide can be made wide to support multiple transverse modes in order to improve the coupling efficiency [16]. Since absorption takes place along the length of the optical waveguide (~10 μm), the quantum efficiency can be nearly 100% even for an ultrathin absorption layer. The bandwidth of such waveguide photodiodes is limited by $\tau_{RC}$ in Eq. (4.1.9), which can be decreased by controlling the waveguide cross-section-area. Indeed, a 50-GHz bandwidth was realized in 1992 for a waveguide photodiode [16].

The bandwidth of waveguide photodiodes can be increased to 110 GHz by adopting a mushroom-mesa waveguide structure [17]. Such a device is shown schematically in Fig. 4.6. In this structure, the width of the i-type absorbing layer was reduced to 1.5 μm while the p- and n-type cladding layers were made 6 μm wide. In this way, both the parasitic capacitance and the internal series resistance were minimized, reducing $\tau_{RC}$ to about 1 ps. The frequency response of such a device at the 1.55-μm wavelength is also shown in Fig. 4.6. It was measured by using a spectrum analyzer (circles) as well as taking the Fourier transform of the short-pulse response (solid curve). Clearly, waveguide p–i–n photodiodes can provide both a high responsivity and a large bandwidth. Waveguide photodiodes have been used for 40-Gb/s optical receivers [19] and have the potential for operating at bit rates as high as 100 Gb/s [20].

The performance of waveguide photodiodes can be improved further by adopting an electrode structure designed to support traveling electrical waves with matching impedance to avoid reflections. Such photodiodes are called traveling-wave photodetectors. In a GaAs-based implementation of this idea, a bandwidth of 172 GHz with 45% quantum efficiency was realized in a traveling-wave photodetector designed with a 1-μm-wide waveguide [21]. By 2000, such an InP/InGaAs photodetector exhibited a bandwidth of 310 GHz in the 1.55-μm spectral region [22].

Figure 4.6: (a) Schematic cross section of a mushroom-mesa waveguide photodiode and (b) its measured frequency response. (After Ref. [17]; ©1994 IEEE; reprinted with permission.)
4.2.3 Avalanche Photodiodes

All detectors require a certain minimum current to operate reliably. The current requirement translates into a minimum power requirement through $P_{\text{min}} = I_p/R$. Detectors with a large responsivity $R$ are preferred since they require less optical power. The responsivity of $p-i-n$ photodiodes is limited by Eq. (4.1.3) and takes its maximum value $R = q/h\nu$ for $\eta = 1$. Avalanche photodiode (APDs) can have much larger values of $R$, as they are designed to provide an internal current gain in a way similar to photomultiplier tubes. They are used when the amount of optical power that can be spared for the receiver is limited.

The physical phenomenon behind the internal current gain is known as the impact ionization [23]. Under certain conditions, an accelerating electron can acquire sufficient energy to generate a new electron–hole pair. In the band picture (see Fig. 3.2) the energetic electron gives a part of its kinetic energy to another electron in the valence band that ends up in the conduction band, leaving behind a hole. The net result of impact ionization is that a single primary electron, generated through absorption of a photon, creates many secondary electrons and holes, all of which contribute to the photodiode current. Of course, the primary hole can also generate secondary electron–hole pairs that contribute to the current. The generation rate is governed by two parameters, $\alpha_e$ and $\alpha_h$, the impact-ionization coefficients of electrons and holes, respectively. Their numerical values depend on the semiconductor material and on the electric field.
that accelerates electrons and holes. Figure 4.7 shows $\alpha_e$ and $\alpha_h$ for several semiconductors [24]. Values $\sim 1 \times 10^4 \text{ cm}^{-1}$ are obtained for electric fields in the range $2-4 \times 10^5 \text{ V/cm}$. Such large fields can be realized by applying a high voltage ($\sim 100 \text{ V}$) to the APD.

APDs differ in their design from that of $p-i-n$ photodiodes mainly in one respect: an additional layer is added in which secondary electron–hole pairs are generated through impact ionization. Figure 4.8(a) shows the APD structure together with the variation of electric field in various layers. Under reverse bias, a high electric field exists in the $p$-type layer sandwiched between $i$-type and $n^+$-type layers. This layer is referred to as the multiplication layer, since secondary electron–hole pairs are generated here through impact ionization. The $i$-layer still acts as the depletion region in which most of the incident photons are absorbed and primary electron–hole pairs are generated. Electrons generated in the $i$-region cross the gain region and generate secondary electron–hole pairs responsible for the current gain.

The current gain for APDs can be calculated by using the two rate equations governing current flow within the multiplication layer [23]:

$$\frac{di_e}{dx} = \alpha_e i_e + \alpha_h i_h,$$  \hspace{1cm} (4.2.3)

$$\frac{dh}{dx} = \alpha_e i_e + \alpha_h i_h,$$  \hspace{1cm} (4.2.4)

where $i_e$ is the electron current and $i_h$ is the hole current. The minus sign in Eq. (4.2.4) is due to the opposite direction of the hole current. The total current,

$$I = i_e(x) + i_h(x),$$  \hspace{1cm} (4.2.5)
remains constant at every point inside the multiplication region. If we replace $i_b$ in Eq. (4.2.3) by $I - i_e$, we obtain

$$\frac{di_e}{dx} = (\alpha_e - \alpha_b)i_e + \alpha_b I.$$  \hspace{1cm} (4.2.6)

In general, $\alpha_e$ and $\alpha_b$ are x dependent if the electric field across the gain region is nonuniform. The analysis is considerably simplified if we assume a uniform electric field and treat $\alpha_e$ and $\alpha_b$ as constants. We also assume that $\alpha_e > \alpha_b$. The avalanche process is initiated by electrons that enter the gain region of thickness $d$ at $x = 0$. By using the condition $i_b(d) = 0$ (only electrons cross the boundary to enter the n-region), the boundary condition for Eq. (4.2.6) is $i_e(d) = I$. By integrating this equation, the \textit{multiplication factor} defined as $M = i_e(d)/i_e(0)$ is given by

$$M = \frac{1-k_A}{\exp[-(1-k_A)\alpha_e d] - k_A},$$ \hspace{1cm} (4.2.7)

where $k_A = \alpha_b/\alpha_e$. The APD gain is quite sensitive to the ratio of the impact-ionization coefficients. When $\alpha_b = 0$ so that only electrons participate in the avalanche process, $M = \exp(\alpha_e d)$, and the APD gain increases exponentially with $d$. On the other hand, when $\alpha_b = \alpha_e$, so that $k_A = 1$ in Eq. (4.2.7), $M = (1 - \alpha_e d)^{-1}$. The APD gain then becomes infinite for $\alpha_e d = 1$, a condition known as the \textit{avalanche breakdown}. Although higher APD gain can be realized with a smaller gain region when $\alpha_e$ and $\alpha_b$ are comparable, the performance is better in practice for APDs in which either $\alpha_e > \alpha_b$ or $\alpha_b > \alpha_e$ so that the avalanche process is dominated by only one type of charge carrier. The reason behind this requirement is discussed in Section 4.4, where issues related to the receiver noise are considered.

Because of the current gain, the responsivity of an APD is enhanced by the multiplication factor $M$ and is given by

$$R_{\text{APD}} = MR = M(\eta q/\hbar v),$$ \hspace{1cm} (4.2.8)

where Eq. (4.1.3) was used. It should be mentioned that the avalanche process in APDs is intrinsically noisy and results in a gain factor that fluctuates around an average value. The quantity $M$ in Eq. (4.2.8) refers to the average APD gain. The noise characteristics of APDs are considered in Section 4.4.

The intrinsic bandwidth of an APD depends on the multiplication factor $M$. This is easily understood by noting that the transit time $\tau_e$ for an APD is no longer given by Eq. (4.2.1) but increases considerably simply because generation and collection of secondary electron–hole pairs take additional time. The APD gain decreases at high frequencies because of such an increase in the transit time and limits the bandwidth. The decrease in $M(\omega)$ can be written as [24]

$$M(\omega) = M_0[1 + (\omega \tau_e M_0)^2]^{-1/2},$$  \hspace{1cm} (4.2.9)

where $M_0 = M(0)$ is the low-frequency gain and $\tau_e$ is the effective transit time that depends on the ionization coefficient ratio $k_A = \alpha_b/\alpha_e$. For the case $\alpha_b < \alpha_e$, $\tau_e = c_A k_A \tau_\text{e}$, where $c_A$ is a constant ($c_A \approx 1$). Assuming that $\tau_{\text{RC}} \ll \tau_e$, the APD bandwidth is given approximately by $\Delta f = (2\pi \tau_e M_0)^{-1}$. This relation shows the trade-off between
Because (see before), InGaAs is a semiconductor heterojunction material that stands out in the range of 1.3–1.6 μm. Ge or InGaAs APDs must be used. The improvement in sensitivity for such APDs is limited to a factor below 10 because of a relatively low APD gain (M ~ 10) that must be used to reduce the noise (see Section 4.4.3).

Table 4.2 compares the operating characteristics of Si, Ge, and InGaAs APDs. As $k_A \ll 1$ for Si, silicon APDs can be designed to provide high performance and are useful for lightweight systems operating near 0.8 μm at bit rates ~100 Mb/s. A particularly useful design, shown in Fig. 4.8(b), is known as reach-through APD because the depletion layer reaches to the contact layer through the absorption and multiplication regions. It can provide high gain ($M \approx 100$) with low noise and a relatively large bandwidth. For lightweight systems operating in the wavelength range 1.3–1.6 μm, Ge or InGaAs APDs must be used. The improvement in sensitivity for such APDs is limited to a factor below 10 because of a relatively low APD gain ($M \sim 10$) that must be used to reduce the noise (see Section 4.4.3).

The performance of InGaAs APDs can be improved through suitable design modifications to the basic APD structure shown in Fig. 4.8. The main reason for a relatively poor performance of InGaAs APDs is related to the comparable numerical values of the impact-ionization coefficients $\alpha_e$ and $\alpha_h$ (see Fig. 4.7). As a result, the bandwidth is considerably reduced, and the noise is also relatively high (see Section 4.4). Furthermore, because of a relatively narrow bandgap, InGaAs undergoes tunneling breakdown at electric fields of about $1 \times 10^5$ V/cm, a value that is below the threshold for avalanche multiplication. This problem can be solved in heterostructure APDs by using an InP layer for the gain region because quite high electric fields ($> 5 \times 10^5$ V/cm) can exist in InP without tunneling breakdown. Since the absorption region (i-type InGaAs layer) and the multiplication region (n-type InP layer) are separate in such a device, this structure is known as SAM, where SAM stands for separate absorption and multiplication regions. As $\alpha_h > \alpha_e$ for InP (see Fig. 4.7), the APD is designed such that holes initiate the avalanche process in an n-type InP layer, and $k_A$ is defined as $k_A = \alpha_e/\alpha_h$. Figure 4.9(a) shows a mesa-type SAM APD structure.

One problem with the SAM APD is related to the large bandgap difference between InP ($E_g = 1.35$ eV) and InGaAs ($E_g = 0.75$ eV). Because of a valence-band step of about 0.4 eV, holes generated in the InGaAs layer are trapped at the heterojunction interface and are considerably slowed before they reach the multiplication region (InP layer). Such an APD has an extremely slow response and a relatively small bandwidth.

### Table 4.2 Characteristics of common APDs

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Si</th>
<th>Ge</th>
<th>InGaAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>$\lambda$</td>
<td>μm</td>
<td>0.4–1.1</td>
<td>0.8–1.8</td>
<td>1.0–1.7</td>
</tr>
<tr>
<td>Responsivity</td>
<td>$R_{APD}$</td>
<td>A/W</td>
<td>80–130</td>
<td>3–30</td>
<td>5–20</td>
</tr>
<tr>
<td>APD gain</td>
<td>$M$</td>
<td></td>
<td>100–500</td>
<td>50–200</td>
<td>10–40</td>
</tr>
<tr>
<td>$k$-factor</td>
<td>$k_A$</td>
<td></td>
<td>0.02–0.05</td>
<td>0.7–1.0</td>
<td>0.5–0.7</td>
</tr>
<tr>
<td>Dark current</td>
<td>$I_d$</td>
<td>nA</td>
<td>0.1–1</td>
<td>50–500</td>
<td>1–5</td>
</tr>
<tr>
<td>Rise time</td>
<td>$T_r$</td>
<td>ns</td>
<td>0.1–2</td>
<td>0.5–0.8</td>
<td>0.1–0.5</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>$\Delta f$</td>
<td>GHz</td>
<td>0.2–1</td>
<td>0.4–0.7</td>
<td>1–10</td>
</tr>
<tr>
<td>Bias voltage</td>
<td>$V_b$</td>
<td>V</td>
<td>200–250</td>
<td>20–40</td>
<td>20–30</td>
</tr>
</tbody>
</table>
Figure 4.9: Design of (a) SAM and (b) SAGM APDs containing separate absorption, multiplication, and grading regions.

The problem can be solved by using another layer between the absorption and multiplication regions whose bandgap is intermediate to those of InP and InGaAs layers. The quaternary material InGaAsP, the same material used for semiconductor lasers, can be tailored to have a bandgap anywhere in the range 0.75–1.35 eV and is ideal for this purpose. It is even possible to grade the composition of InGaAsP over a region of 10–100 nm thickness. Such APDs are called SAGM APDs, where SAGM indicates separate absorption, grading, and multiplication regions [25]. Figure 4.9(b) shows the design of an InGaAs APD with the SAGM structure. The use of an InGaAsP grading layer improves the bandwidth considerably. As early as 1987, a SAGM APD exhibited a gain-bandwidth product $MΔf = 70$ GHz for $M > 12$ [26]. This value was increased to 100 GHz in 1991 by using a charge region between the grading and multiplication regions [27]. In such SAGCM APDs, the InP multiplication layer is undoped, while the InP charge layer is heavily n-doped. Holes accelerate in the charge layer because of a strong electric field, but the generation of secondary electron–hole pairs takes place in the undoped InP layer. SAGCM APDs improved considerably during the 1990s [28]–[32]. A gain–bandwidth product of 140 GHz was realized in 2000 using a 0.1-μm-thick multiplication layer that required <20 V across it [32]. Such APDs are quite suitable for making a compact 10-Gb/s APD receiver.

A different approach to the design of high-performance APDs makes use of a superlattice structure [33]–[38]. The major limitation of InGaAs APDs results from comparable values of $α_e$ and $α_h$. A superlattice design offers the possibility of reducing the ratio $k = α_h/α_e$ from its standard value of nearly unity. In one scheme, the absorption and multiplication regions alternate and consist of thin layers (~10 nm) of semiconductor materials with different bandgaps. This approach was first demonstrated for GaAs/AlGaAs multiquantum-well (MQW) APDs and resulted in a considerable enhancement of the impact-ionization coefficient for electrons [33]. Its use is less successful for the InGaAs/InP material system. Nonetheless, considerable progress has been made through the so-called staircase APDs, in which the InGaAsP layer is compositionally graded to form a sawtooth kind of structure in the energy-band diagram that looks like a staircase under reverse bias. Another scheme for making high-speed
APDs uses alternate layers of InP and InGaAs for the grading region [33]. However, the ratio of the widths of the InP to InGaAs layers varies from zero near the absorbing region to almost infinity near the multiplication region. Since the effective bandgap of a quantum well depends on the quantum-well width (InGaAs layer thickness), a graded "pseudo-quaternary" compound is formed as a result of variation in the layer thickness.

The most successful design for InGaAs APDs uses a superlattice structure for the multiplication region of a SAM APD. A superlattice consists of a periodic structure such that each period is made using two ultrathin (~10-nm) layers with different bandgaps. In the case of 1.55-μm APDs, alternate layers of InAlGaAs and InAlAs are used, the latter acting as a barrier layer. An InP field-buffer layer often separates the InGaAs absorption region from the superlattice multiplication region. The thickness of this buffer layer is quite critical for the APD performance. For a 52-nm-thick field-buffer layer, the gain–bandwidth product was limited to $Mf = 120$ GHz [34] but increased to 150 GHz when the thickness was reduced to 33.4 nm [37]. These early devices used a mesa structure. During the late 1990s, a planar structure was developed for improving the device reliability [38]. Figure 4.10 shows such a device schematically together with its 3-dB bandwidth measured as a function of the APD gain. The gain–bandwidth product of 110 GHz is large enough for making APDs operating at 10 Gb/s. Indeed, such an APD receiver was used for a 10-Gb/s lightwave system with excellent performance.

The gain–bandwidth limitation of InGaAs APDs results primarily from using the InP material system for the generation of secondary electron–hole pairs. A hybrid approach in which a Si multiplication layer is incorporated next to an InGaAs absorption layer may be useful provided the heterointerface problems can be overcome. In a 1997 experiment, a gain-bandwidth product of more than 300 GHz was realized by using such a hybrid approach [39]. The APD exhibited a 3-dB bandwidth of over 9 GHz for values of $M$ as high as 35 while maintaining a 60% quantum efficiency.

Most APDs use an absorbing layer thick enough (about 1 μm) that the quantum efficiency exceeds 50%. The thickness of the absorbing layer affects the transit time $\tau_t$ and the bias voltage $V_b$. In fact, both of them can be reduced significantly by using a thin absorbing layer (~0.1 μm), resulting in improved APDs provided that a high
quantum efficiency can be maintained. Two approaches have been used to meet these somewhat conflicting design requirements. In one design, a FP cavity is formed to enhance the absorption within a thin layer through multiple round trips. An external quantum efficiency of ~70% and a gain–bandwidth product of 270 GHz were realized in such a 1.55-μm APD using a 60-nm-thick absorbing layer with a 200-nm-thick multiplication layer [40]. In another approach, an optical waveguide is used into which the incident light is edge coupled [41]. Both of these approaches reduce the bias voltage to near 10 V, maintain high efficiency, and reduce the transit time to ~1 ps. Such APDs are suitable for making 10-Gb/s optical receivers.

### 4.2.4 MSM Photodetectors

In metal–semiconductor–metal (MSM) photodetectors, a semiconductor absorbing layer is sandwiched between two metals, forming a Schottky barrier at each metal–semiconductor interface that prevents flow of electrons from the metal to the semiconductor. Similar to a p–i–n photodiode, electron–hole pairs generated through photoabsorption flow toward the metal contacts, resulting in a photocurrent that is a measure of the incident optical power, as indicated in Eq. (4.1.1). For practical reasons, the two metal contacts are made on the same (top) side of the epitaxially grown absorbing layer by using an interdigitated electrode structure with a finger spacing of about 1 μm [42]. This scheme results in a planar structure with an inherently low parasitic capacitance that allows high-speed operation (up to 300 GHz) of MSM photodetectors. If the light is incident from the electrode side, the responsivity of a MSM photodetector is reduced because of its blockage by the opaque electrodes. This problem can be solved by back illumination if the substrate is transparent to the incident light.

GaAs-based MSM photodetectors were developed throughout the 1980s and exhibit excellent operating characteristics [42]. The development of InGaAs-based MSM photodetectors, suitable for lightwave systems operating in the range 1.3–1.6 μm, started in the late 1980s, with most progress made during the 1990s [43]–[52]. The major problem with InGaAs is its relatively low Schottky-barrier height (about 0.2 eV). This problem was solved by introducing a thin layer of InP or InAlAs between the InGaAs layer and the metal contact. Such a layer, called the barrier-enhancement layer, improves the performance of InGaAs MSM photodetectors drastically. The use of a 20-nm-thick InAlAs barrier-enhancement layer resulted in 1992 in 1.3-μm MSM photodetectors exhibiting 92% quantum efficiency (through back illumination) with a low dark current [44]. A packaged device had a bandwidth of 4 GHz despite a large 150 μm diameter. If top illumination is desirable for processing or packaging reasons, the responsivity can be enhanced by using semitransparent metal contacts. In one experiment, the responsivity at 1.55 μm increased from 0.4 to 0.7 A/W when the thickness of gold contact was reduced from 100 to 10 nm [45]. In another approach, the structure is separated from the host substrate and bonded to a silicon substrate with the interdigitated contact on bottom. Such an “inverted” MSM photodetector then exhibits high responsivity when illuminated from the top [46].

The temporal response of MSM photodetectors is generally different under back and top illuminations [47]. In particular, the bandwidth Δf is larger by about a factor of 2 for top illumination, although the responsivity is reduced because of metal shad-
4.3 Receiver Design

The design of an optical receiver depends on the modulation format used by the transmitter. Since most lightwave systems employ the binary intensity modulation, we focus in this chapter on digital optical receivers. Figure 4.11 shows a block diagram of such a receiver. Its components can be arranged into three groups—the front end, the linear channel, and the decision circuit.

4.3.1 Front End

The front end of a receiver consists of a photodiode followed by a preamplifier. The optical signal is coupled onto the photodiode by using a coupling scheme similar to that used for optical transmitters (see Section 3.4.1); butt coupling is often used in practice. The photodiode converts the optical bit stream into an electrical time-varying signal. The role of the preamplifier is to amplify the electrical signal for further processing.

The design of the front end requires a trade-off between speed and sensitivity. Since the input voltage to the preamplifier can be increased by using a large load resistor \( R_L \), a high-impedance front end is often used (see Fig. 4.12(a)). Furthermore, as discussed in Section 4.4, a large \( R_L \) reduces the thermal noise and improves the receiver sensitivity. The main drawback of high-impedance front end is its low bandwidth given by \( \Delta f = (2\pi R_L C_T)^{-1} \), where \( R_s \ll R_L \) is assumed in Eq. (4.2.2) and \( C_T = C_p + C_A \) is the total capacitance, which includes the contributions from the photodiode \( C_p \) and the transistor used for amplification \( C_A \). The receiver bandwidth is limited by its slowest

Figure 4.11: Diagram of a digital optical receiver showing various components. Vertical dashed lines group receiver components into three sections.

owing. The performance of a MSM photodetector can be further improved by using a graded superlattice structure. Such devices exhibit a low dark-current density, a responsivity of about 0.6 A/W at 1.3 \( \mu \)m, and a rise time of about 16 ps [50]. In 1998, a 1.55-\( \mu \)m MSM photodetector exhibited a bandwidth of 78 GHz [51]. By 2001, the use of a traveling-wave configuration increased the bandwidth beyond 500 GHz for a GaAs-based device [52]. The planar structure of MSM photodetectors is also suitable for monolithic integration, an issue covered in the next section.
component. A high-impedance front end cannot be used if $\Delta f$ is considerably less than the bit rate. An equalizer is sometimes used to increase the bandwidth. The equalizer acts as a filter that attenuates low-frequency components of the signal more than the high-frequency components, thereby effectively increasing the front-end bandwidth. If the receiver sensitivity is not of concern, one can simply decrease $R_i$ to increase the bandwidth, resulting in a low-impedance front end.

Transimpedance front ends provide a configuration that has high sensitivity together with a large bandwidth. Its dynamic range is also improved compared with high-impedance front ends. As seen in Fig. 4.12(b), the load resistor is connected as a feedback resistor around an inverting amplifier. Even though $R_L$ is large, the negative feedback reduces the effective input impedance by a factor of $G$, where $G$ is the amplifier gain. The bandwidth is thus enhanced by a factor of $G$ compared with high-impedance front ends. Transimpedance front ends are often used in optical receivers because of their improved characteristics. A major design issue is related to the stability of the feedback loop. More details can be found in Refs. [5]–[9].

### 4.3.2 Linear Channel

The linear channel in optical receivers consists of a high-gain amplifier (the main amplifier) and a low-pass filter. An equalizer is sometimes included just before the amplifier to correct for the limited bandwidth of the front end. The amplifier gain is controlled automatically to limit the average output voltage to a fixed level irrespective of the incident average optical power at the receiver. The low-pass filter shapes the voltage pulse. Its purpose is to reduce the noise without introducing much *intersymbol*
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Interference (ISI). As discussed in Section 4.4, the receiver noise is proportional to the receiver bandwidth and can be reduced by using a low-pass filter whose bandwidth \( \Delta f \) is smaller than the bit rate. Since other components of the receiver are designed to have a bandwidth larger than the filter bandwidth, the receiver bandwidth is determined by the low-pass filter used in the linear channel. For \( \Delta f < B \), the electrical pulse spreads beyond the allocated bit slot. Such a spreading can interfere with the detection of neighboring bits, a phenomenon referred to as ISI.

It is possible to design a low-pass filter in such a way that ISI is minimized [1]. Since the combination of preamplifier, main amplifier, and the filter acts as a linear system (hence the name linear channel), the output voltage can be written as

\[
V_{\text{out}}(t) = \int_{-\infty}^{\infty} z_T(t-t') I_p(t') \, dt',
\]

where \( I_p(t) \) is the photocurrent generated in response to the incident optical power (\( I_p = R P_m \)). In the frequency domain,

\[
\tilde{V}_{\text{out}}(\omega) = Z_T(\omega) \tilde{I}_p(\omega),
\]

where \( Z_T \) is the total impedance at the frequency \( \omega \) and a tilde represents the Fourier transform. Here, \( Z_T(\omega) \) is determined by the transfer functions associated with various receiver components and can be written as [3]

\[
Z_T(\omega) = G_p(\omega) G_A(\omega) H_F(\omega) / Y_{m}(\omega),
\]

where \( Y_m(\omega) \) is the input admittance and \( G_p(\omega), G_A(\omega), \) and \( H_F(\omega) \) are transfer functions of the preamplifier, the main amplifier, and the filter. It is useful to isolate the frequency dependence of \( \tilde{V}_{\text{out}}(\omega) \) and \( \tilde{I}_p(\omega) \) through normalized spectral functions \( H_{\text{out}}(\omega) \) and \( H_{p}(\omega) \), which are related to the Fourier transform of the output and input pulse shapes, respectively, and write Eq. (4.3.2) as

\[
H_{\text{out}}(\omega) = H_T(\omega) H_p(\omega),
\]

where \( H_T(\omega) \) is the total transfer function of the linear channel and is related to the total impedance as \( H_T(\omega) = Z_T(\omega) / Z_T(0) \). If the amplifiers have a much larger bandwidth than the low-pass filter, \( H_T(\omega) \) can be approximated by \( H_F(\omega) \).

The ISI is minimized when \( H_{\text{out}}(\omega) \) corresponds to the transfer function of a raised-cosine filter and is given by [3]

\[
H_{\text{out}}(f) = \begin{cases} 
\frac{1}{2} [1 + \cos(\pi f/B)], & f < B, \\
0, & f \geq B,
\end{cases}
\]

where \( f = \omega / 2\pi \) and \( B \) is the bit rate. The impulse response, obtained by taking the Fourier transform of \( H_{\text{out}}(f) \), is given by

\[
h_{\text{out}}(t) = \frac{\sin(2\pi B t)}{2\pi B t} \frac{1}{1 - (2Bt)^2}.
\]

The functional form of \( h_{\text{out}}(t) \) corresponds to the shape of the voltage pulse \( V_{\text{out}}(t) \) received by the decision circuit. At the decision instant \( t = 0 \), \( h_{\text{out}}(t) = 1 \), and the
signal is maximum. At the same time, $h_{out}(t) = 0$ for $t = m/B$, where $m$ is an integer. Since $t = m/B$ corresponds to the decision instant of the neighboring bits, the voltage pulse of Eq. (4.3.6) does not interfere with the neighboring bits.

The linear-channel transfer function $H_T(f)$ that will result in output pulse shapes of the form (4.3.6) is obtained from Eq. (4.3.4) and is given by

$$H_T(f) = H_{out}(f)/H_p(f).$$

(4.3.7)

For an ideal bit stream in the nonreturn-to-zero (NRZ) format (rectangular input pulses of duration $T_B = 1/B$), $H_p(f) = B \sin(\pi f/B)/\pi f$, and $H_T(f)$ becomes

$$H_T(f) = (\pi f/2B) \cot(\pi f/2B).$$

(4.3.8)

Equation (4.3.8) determines the frequency response of the linear channel that would produce output pulse shape given by Eq. (4.3.6) under ideal conditions. In practice, the input pulse shape is far from being rectangular. The output pulse shape also deviates from Eq. (4.3.6), and some ISI invariably occurs.

### 4.3.3 Decision Circuit

The data-recovery section of optical receivers consists of a decision circuit and a clock-recovery circuit. The purpose of the latter is to isolate a spectral component at $f = B$ from the received signal. This component provides information about the bit slot ($T_B = 1/B$) to the decision circuit and helps to synchronize the decision process. In the case of RZ (return-to-zero) format, a spectral component at $f = B$ is present in the received signal; a narrow-bandpass filter such as a surface-acoustic-wave filter can isolate this component easily. Clock recovery is more difficult in the case of NRZ format because the signal received lacks a spectral component at $f = B$. A commonly used technique generates such a component by squaring and rectifying the spectral component at $f = B/2$ that can be obtained by passing the received signal through a high-pass filter.

The decision circuit compares the output from the linear channel to a threshold level, at sampling times determined by the clock-recovery circuit, and decides whether the signal corresponds to bit 1 or bit 0. The best sampling time corresponds to the situation in which the signal level difference between 1 and 0 bits is maximum. It
can be determined from the *eye diagram* formed by superposing 2–3-bit-long electrical sequences in the bit stream on top of each other. The resulting pattern is called an eye diagram because of its appearance. Figure 4.13 shows an ideal eye diagram together with a degraded one in which the noise and the timing jitter lead to a partial closing of the eye. The best sampling time corresponds to maximum opening of the eye.

Because of noise inherent in any receiver, there is always a finite probability that a bit would be identified incorrectly by the decision circuit. Digital receivers are designed to operate in such a way that the error probability is quite small (typically $< 10^{-5}$). Issues related to receiver noise and decision errors are discussed in Sections 4.4 and 4.5. The eye diagram provides a visual way of monitoring the receiver performance: Closing of the eye is an indication that the receiver is not performing properly.

### 4.3.4 Integrated Receivers

All receiver components shown in Fig. 4.11, with the exception of the photodiode, are standard electrical components and can be easily integrated on the same chip by using the integrated-circuit (IC) technology developed for microelectronic devices. Integration is particularly necessary for receivers operating at high bit rates. By 1988, both Si and GaAs IC technologies have been used to make integrated receivers up to a bandwidth of more than 2 GHz [53]. Since then, the bandwidth has been extended to 10 GHz.

Considerable effort has been directed at developing monolithic optical receivers that integrate all components, including the photodetector, on the same chip by using the *optoelectronic integrated-circuit* (OEIC) technology [54]–[74]. Such a complete integration is relatively easy for GaAs receivers, and the technology behind GaAs-based OEICs is quite advanced. The use of MSM photodiodes has proved especially useful as they are structurally compatible with the well-developed *field-effect-transistor* (FET) technology. This technique was used as early as 1986 to demonstrate a four-channel OEIC receiver chip [56].

For lightwave systems operating in the wavelength range 1.3–1.6 μm, InP-based OEIC receivers are needed. Since the IC technology for GaAs is much more mature than for InP, a hybrid approach is sometimes used for InGaAs receivers. In this approach, called *flip-chip OEIC technology* [57], the electronic components are integrated on a GaAs chip, whereas the photodiode is made on top of an InP chip. The two chips are then connected by flipping the InP chip on the GaAs chip, as shown in Fig. 4.14. The advantage of the flip-chip technique is that the photodiode and the electrical components of the receiver can be independently optimized while keeping the parasitics (e.g., effective input capacitance) to a bare minimum.

The InP-based IC technology has advanced considerably during the 1990s, making it possible to develop InGaAs OEIC receivers [58]–[74]. Several kinds of transistors have been used for this purpose. In one approach, a *p-i-n* photodiode is integrated with the FETs or high-electron-mobility transistors (HEMTs) side by side on an InP substrate [59]–[63]. By 1993, HEMT-based receivers were capable of operating at 10 Gb/s with high sensitivity [62]. The bandwidth of such receivers has been increased to $> 40$ GHz, making it possible to use them at bit rates above 40 Gb/s [63]. A waveguide
$p-i-n$ photodiode has also been integrated with HEMTs to develop a two-channel OEIC receiver.

In another approach [64]–[69], the heterojunction-bipolar transistor (HBT) technology is used to fabricate the $p-i-n$ photodiode within the HBT structure itself through a common-collector configuration. Such transistors are often called heterojunction phototransistors. OEIC receivers operating at 5 Gb/s (bandwidth $\Delta f = 3$ GHz) were made by 1993 [64]. By 1995, OEIC receivers making use of the HBT technology exhibited a bandwidth of up to 16 GHz, together with a high gain [66]. Such receivers can be used at bit rates of more than 20 Gb/s. Indeed, a high-sensitivity OEIC receiver module was used in 1995 at a bit rate of 20 Gb/s in a 1.55-μm lightwave system [67]. Even a decision circuit can be integrated within the OEIC receiver by using the HBT technology [68].

A third approach to InP-based OEIC receivers integrates a MSM or a waveguide photodetector with an HEMT amplifier [70]–[73]. By 1995, a bandwidth of 15 GHz was realized for such an OEIC by using modulation-doped FETs [71]. By 2000, such receivers exhibited bandwidths of more than 45 GHz with the use of waveguide photodiodes [73]. Figure 4.15 shows the frequency response together with the epitaxial-layer structure of such an OEIC receiver. This receiver had a bandwidth of 46.5 GHz and exhibited a responsivity of 0.62 A/W in the 1.55-μm wavelength region. It had a clear eye opening at bit rates of up to 50 Gb/s.

Similar to the case of optical transmitters (Section 3.4), packaging of optical receivers is also an important issue [75]–[79]. The fiber–detector coupling issue is quite critical since only a small amount of optical power is typically available at the photodetector. The optical-feedback issue is also important since unintentional reflections fed back into the transmission fiber can affect system performance and should be minimized. In practice, the fiber tip is cut at an angle to reduce the optical feedback. Several different techniques have been used to produce packaged optical receivers capable of operating at bit rates as high as 10 Gb/s. In one approach, an InGaAs APD was bonded to the Si-based IC by using the flip-chip technique [75]. Efficient fiber–APD coupling was realized by using a slant-ended fiber and a microlens monolithically fabricated on
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Optical receivers convert incident optical power $P_{in}$ into electric current through a photodiode. The relation $I_p = R P_{in}$ in Eq. (4.1.1) assumes that such a conversion is noise free. However, this is not the case even for a perfect receiver. Two fundamental noise mechanisms, shot noise and thermal noise [80]–[82], lead to fluctuations in the current even when the incident optical signal has a constant power. The relation $I_p = R P_{in}$ still holds if we interpret $I_p$ as the average current. However, electrical noise induced by current fluctuations affects the receiver performance. The objective of this section is to review the noise mechanisms and then discuss the signal-to-noise ratio (SNR) in optical receivers. The $p-i-n$ and APD receivers are considered in separate subsections, as the SNR is also affected by the avalanche gain mechanism in APDs.
4.4.1 Noise Mechanisms

The shot noise and thermal noise are the two fundamental noise mechanisms responsible for current fluctuations in all optical receivers even when the incident optical power $P_{in}$ is constant. Of course, additional noise is generated if $P_{in}$ is itself fluctuating because of noise produced by optical amplifiers. This section considers only the noise generated at the receiver; optical noise is discussed in Section 4.6.2.

Shot Noise

Shot noise is a manifestation of the fact that an electric current consists of a stream of electrons that are generated at random times. It was first studied by Schottky [83] in 1918 and has been thoroughly investigated since then [80]–[82]. The photodiode current generated in response to a constant optical signal can be written as

$$I(t) = I_p + i_s(t),$$

(4.4.1)

where $I_p = RP_{in}$ is the average current and $i_s(t)$ is a current fluctuation related to shot noise. Mathematically, $i_s(t)$ is a stationary random process with Poisson statistics (approximated often by Gaussian statistics). The autocorrelation function of $i_s(t)$ is related to the spectral density $S_s(f)$ by the Wiener–Khinchin theorem [82]

$$\langle i_s(t)i_s(t + \tau) \rangle = \int_{-\infty}^{\infty} S_s(f) \exp(2\pi if\tau) df,$$

(4.4.2)

where angle brackets denote an ensemble average over fluctuations. The spectral density of shot noise is constant and is given by $S_s(f) = qI_p$ (an example of white noise). Note that $S_s(f)$ is the two-sided spectral density, as negative frequencies are included in Eq. (4.4.2). If only positive frequencies are considered by changing the lower limit of integration to zero, the one-sided spectral density becomes $2qI_p$.

The noise variance is obtained by setting $\tau = 0$ in Eq. (4.4.2), i.e.,

$$\sigma^2 = \langle i_s^2(t) \rangle = \int_{-\infty}^{\infty} S_s(f) df = 2qI_p \Delta f,$$

(4.4.3)

where $\Delta f$ is the effective noise bandwidth of the receiver. The actual value of $\Delta f$ depends on receiver design. It corresponds to the intrinsic photodetector bandwidth if fluctuations in the photocurrent are measured. In practice, a decision circuit may use voltage or some other quantity (e.g., signal integrated over the bit slot). One then has to consider the transfer functions of other receiver components such as the preamplifier and the low-pass filter. It is common to consider current fluctuations and include the total transfer function $H_T(f)$ by modifying Eq. (4.4.3) as

$$\sigma^2 = 2qI_p \int_{0}^{\infty} |H_T(f)|^2 df = 2qI_p \Delta f,$$

(4.4.4)

where $\Delta f = \int_{0}^{\infty} |H_T(f)|^2 df$ and $H_T(f)$ is given by Eq. (4.3.7). Since the dark current $i_d$ also generates shot noise, its contribution is included in Eq. (4.4.4) by replacing $I_p$ by $I_p + i_d$. The total shot noise is then given by

$$\sigma^2 = 2q(I_p + i_d) \Delta f.$$

(4.4.5)
The quantity $\sigma_s$ is the root-mean-square (RMS) value of the noise current induced by shot noise.

**Thermal Noise**

At a finite temperature, electrons move randomly in any conductor. Random thermal motion of electrons in a resistor manifests as a fluctuating current even in the absence of an applied voltage. The load resistor in the front end of an optical receiver (see Fig. 4.12) adds such fluctuations to the current generated by the photodiode. This additional noise component is referred to as thermal noise. It is also called Johnson noise [84] or Nyquist noise [85] after the two scientists who first studied it experimentally and theoretically. Thermal noise can be included by modifying Eq. (4.4.1) as

$$I(t) = I_p + i_s(t) + i_T(t),$$  \hspace{1cm} (4.4.6)

where $i_T(t)$ is a current fluctuation induced by thermal noise. Mathematically, $i_T(t)$ is modeled as a stationary Gaussian random process with a spectral density that is frequency independent up to $f \sim 1$ THz (nearly white noise) and is given by

$$S_T(f) = 2k_B T/R_L,$$  \hspace{1cm} (4.4.7)

where $k_B$ is the Boltzmann constant, $T$ is the absolute temperature, and $R_L$ is the load resistor. As mentioned before, $S_T(f)$ is the two-sided spectral density.

The autocorrelation function of $i_T(t)$ is given by Eq. (4.4.2) if we replace the subscript $s$ by $T$.

The noise variance is obtained by setting $\tau = 0$ and becomes

$$\sigma_T^2 = \langle i_T^2(t) \rangle = \int_{-\infty}^{\infty} S_T(f) df = (4k_B T/R_L)\Delta f,$$  \hspace{1cm} (4.4.8)

where $\Delta f$ is the effective noise bandwidth. The same bandwidth appears in the case of both shot and thermal noises. Note that $\sigma_T^2$ does not depend on the average current $I_p$, whereas $\sigma_s^2$ does.

Equation (4.4.8) includes thermal noise generated in the load resistor. An actual receiver contains many other electrical components, some of which add additional noise. For example, noise is invariably added by electrical amplifiers. The amount of noise added depends on the front-end design (see Fig. 4.12) and the type of amplifiers used. In particular, the thermal noise is different for field-effect and bipolar transistors. Considerable work has been done to estimate the amplifier noise for different front-end designs [5]. A simple approach accounts for the amplifier noise by introducing a quantity $F_n$, referred to as the amplifier noise figure, and modifying Eq. (4.4.8) as

$$\sigma_T^2 = (4k_B T/R_L)F_n \Delta f.$$  \hspace{1cm} (4.4.9)

Physically, $F_n$ represents the factor by which thermal noise is enhanced by various resistors used in pre- and main amplifiers.

The total current noise can be obtained by adding the contributions of shot noise and thermal noise. Since $i_s(t)$ and $i_T(t)$ in Eq. (4.4.6) are independent random processes
with approximately Gaussian statistics, the total variance of current fluctuations, \( \Delta I = I - I_p = i_s + i_f \), can be obtained simply by adding individual variances. The result is

\[
\sigma^2 = \langle (\Delta I)^2 \rangle = \sigma_s^2 + \sigma_f^2 = 2q(I_p + I_d)\Delta f + (4k_B T/R_L)F_n\Delta f.
\] (4.4.10)

Equation (4.4.10) can be used to calculate the SNR of the photocurrent.

### 4.4.2 p-i-n Receivers

The performance of an optical receiver depends on the SNR. The SNR of a receiver with a p-i-n photodiode is considered here; APD receivers are discussed in the following subsection. The SNR of any electrical signal is defined as

\[
\text{SNR} = \frac{\text{average signal power}}{\text{noise power}} = \frac{I_p^2}{\sigma^2},
\] (4.4.11)

where we used the fact that electrical power varies as the square of the current. By using Eq. (4.4.10) in Eq. (4.4.11) together with \( I_p = R P_{\text{in}} \), the SNR is related to the incident optical power as

\[
\text{SNR} = \frac{R L^2 P_{\text{in}}^2}{2q(R P_{\text{in}} + I_d)\Delta f + 4(k_B T/R_L)F_n\Delta f},
\] (4.4.12)

where \( R = \eta q/h\nu \) is the responsivity of the p-i-n photodiode.

#### Thermal-Noise Limit

In most cases of practical interest, thermal noise dominates receiver performance (\( \sigma_f^2 \gg \sigma_s^2 \)). Neglecting the shot-noise term in Eq. (4.4.12), the SNR becomes

\[
\text{SNR} = \frac{R L^2 P_{\text{in}}^2}{4k_B T F_n\Delta f},
\] (4.4.13)

Thus, the SNR varies as \( P_{\text{in}}^2 \) in the thermal-noise limit. It can also be improved by increasing the load resistance. As discussed in Section 4.3.1, this is the reason why most receivers use a high-impedance or transimpedance front end. The effect of thermal noise is often quantified through a quantity called the noise-equivalent power (NEP). The NEP is defined as the minimum optical power per unit bandwidth required to produce \( \text{SNR} = 1 \) and is given by

\[
\text{NEP} = \frac{P_{\text{in}}}{\sqrt{\Delta f}} = \left( \frac{4k_B T F_n}{R_L R^2} \right)^{1/2} = \frac{h\nu}{\eta q} \left( \frac{4k_B T F_n}{R_L} \right)^{1/2}.
\] (4.4.14)

Another quantity, called detectivity and defined as \( \text{NEP}^{-1} \), is also used for this purpose. The advantage of specifying NEP or the detectivity for a p-i-n receiver is that it can be used to estimate the optical power needed to obtain a specific value of SNR if the bandwidth \( \Delta f \) is known. Typical values of NEP are in the range 1–10 pW/Hz\(^{1/2}\).
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Shot-Noise Limit

Consider the opposite limit in which the receiver performance is dominated by shot noise ($\sigma^2 \gg \sigma^2$). Since $\sigma^2$ increases linearly with $P_n$, the shot-noise limit can be achieved by making the incident power large. The dark current $I_d$ can be neglected in that situation. Equation (4.4.12) then provides the following expression for SNR:

$$\text{SNR} = \frac{R P_m}{2qA f} \eta P_{in} = \frac{\eta P_{in}}{2h v A f}. \quad (4.4.15)$$

The SNR increases linearly with $P_n$ in the shot-noise limit and depends only on the quantum efficiency $\eta$, the bandwidth $A f$, and the photon energy $h v$. It can be written in terms of the number of photons $N_p$ contained in the “1” bit. If we use $E_p = P_m \int_{-\infty}^{\infty} h_p(t) dt = P_m / B$ for the pulse energy of a bit of duration $1 / B$, where $B$ is the bit rate, and note that $E_p = N_p h v$, we can write $P_n$ as $P_n = N_p h v B$. By choosing $A f = B / 2$ (a typical value for the bandwidth), the SNR is simply given by $\eta N_p$. In the shot-noise limit, a SNR of 20 dB can be realized if $N_p \approx 100$. By contrast, several thousand photons are required to obtain $\text{SNR} = 20$ dB when thermal noise dominates the receiver. As a reference, for a 1.55-μm receiver operating at 10 Gb/s, $N_p = 100$ when $P_n \approx 130$ nW.

4.4.3 APD Receivers

Optical receivers that employ an APD generally provide a higher SNR for the same incident optical power. The improvement is due to the internal gain that increases the photocurrent by a multiplication factor $M$ so that

$$I_p = M R P_m = R_{APD} P_m. \quad (4.4.16)$$

where $R_{APD}$ is the APD responsivity, enhanced by a factor of $M$ compared with that of $p-i-n$ photodiodes ($R_{APD} = M R$). The SNR should improve by a factor of $M^2$ if the receiver noise were unaffected by the internal gain mechanism of APDs. Unfortunately, this is not the case, and the SNR improvement is considerably reduced.

Shot-Noise Enhancement

Thermal noise remains the same for APD receivers, as it originates in the electrical components that are not part of the APD. This is not the case for shot noise. The APD gain results from generation of secondary electron–hole pairs through the process of impact ionization. Since such pairs are generated at random times, an additional contribution is added to the shot noise associated with the generation of primary electron–hole pairs. In effect, the multiplication factor itself is a random variable, and $M$ appearing in Eq. (4.4.16) represents the average APD gain. Total shot noise can be calculated by using Eqs. (4.2.3) and (4.2.4) and treating $i_e$ and $i_i$ as random variables [86]. The result is

$$\sigma^2 = 2 q M^2 F_A (R P_m + I_d) A f. \quad (4.4.17)$$

where $F_A$ is the excess noise factor of the APD and is given by [86]

$$F_A(M) = k_A M + (1 - k_A)(2 - 1/M). \quad (4.4.18)$$
The dimensionless parameter \( k_A = \alpha_0 / \alpha_e \) if \( \alpha_0 < \alpha_e \) but is defined as \( k_A = \alpha_e / \alpha_0 \) when \( \alpha_0 > \alpha_e \). In other words, \( k_A \) is in the range \( 0 < k_A < 1 \). Figure 4.16 shows the gain dependence of \( F_A \) for several values of \( k_A \). In general, \( F_A \) increases with \( M \). However, although \( F_A \) is at most 2 for \( k_A = 0 \), it keeps on increasing linearly (\( F_A = M \) \( \) when \( k_A = 1 \). The ratio \( k_A \) should be as small as possible for achieving the best performance from an APD [87].

If the avalanche–gain process were noise free (\( F_A = 1 \)), both \( I_p \) and \( \sigma_s \) would increase by the same factor \( M \), and the SNR would be unaffected as far as the shot-noise contribution is concerned. In practice, the SNR of APD receivers is worse than that of \( p-i-n \) receivers when shot noise dominates because of the excess noise generated inside the APD. It is the dominance of thermal noise in practical receivers that makes APDs attractive. In fact, the SNR of APD receivers can be written as

\[
\text{SNR} = \frac{I_p^2}{\sigma_s^2 + \sigma_T^2} = \frac{(MRP_{in})^2}{2qM^2F_A(RP_{in} + I_i)\Delta f + 4(k_B T / R_L)F_A \Delta f} \tag{4.4.19}
\]

where Eqs. (4.4.9), (4.4.16), and (4.4.17) were used. In the thermal-noise limit (\( \sigma_s \ll \sigma_T \)), the SNR becomes

\[
\text{SNR} = \frac{R_L R^2}{4k_B T F_A \Delta f} M^2 P_{in}^2 \tag{4.4.20}
\]

and is improved, as expected, by a factor of \( M^2 \) compared with that of \( p-i-n \) receivers [see Eq. (4.4.13)]. By contrast, in the shot-noise limit (\( \sigma_s \gg \sigma_T \)), the SNR is given by

\[
\text{SNR} = \frac{MRP_{in}}{2qF_A \Delta f} = \frac{\eta P_{in}}{2h \nu F_A \Delta f} \tag{4.4.21}
\]
Figure 4.17: Optimum APD gain $M_{\text{opt}}$ as a function of the incident optical power $P_{\text{in}}$ for several values of $k_A$. Parameter values corresponding to a typical 1.55-μm InGaAs APD receiver were used.

and is reduced by the excess noise factor $F_A$ compared with that of $p-i-n$ receivers [see Eq. (4.4.15)].

Optimum APD Gain

Equation (4.4.19) shows that for a given $P_{\text{in}}$, the SNR of APD receivers is maximum for an optimum value $M_{\text{opt}}$ of the APD gain $M$. It is easy to show that the SNR is maximum when $M_{\text{opt}}$ satisfies the following cubic polynomial:

$$k_A M_{\text{opt}}^3 + (1 - k_A) M_{\text{opt}} = \frac{4 k_B T F_n}{q R_L (R P_{\text{in}} + I_d)}, \quad (4.4.22)$$

The optimum value $M_{\text{opt}}$ depends on a large number of the receiver parameters, such as the dark current, the responsivity $R$, and the ionization-coefficient ratio $k_A$. However, it is independent of receiver bandwidth. The most notable feature of Eq. (4.4.22) is that $M_{\text{opt}}$ decreases with an increase in $P_{\text{in}}$. Figure 4.17 shows the variation of $M_{\text{opt}}$ with $P_{\text{in}}$ for several values of $k_A$ by using typical parameter values $R_L = 1 \, \text{kΩ}$, $F_n = 2$, $R = 1 \, \text{A/Ω}$, and $I_d = 2 \, \text{nA}$ corresponding to a 1.55-μm InGaAs receiver. The optimum APD gain is quite sensitive to the ionization-coefficient ratio $k_A$. For $k_A = 0$, $M_{\text{opt}}$ decreases inversely with $P_{\text{in}}$, as can readily be inferred from Eq. (4.4.22) by noting that the contribution of $I_d$ is negligible in practice. By contrast, $M_{\text{opt}}$ varies as $P_{\text{in}}^{-1/3}$ for $k_A = 1$, and this form of dependence appears to hold even for $k_A$ as small as 0.01 as long as $M_{\text{opt}} > 10$. In fact, by neglecting the second term in Eq. (4.4.22), $M_{\text{opt}}$ is well
approximated by

\[ M_{\text{opt}} \approx \left[ \frac{4k_B T F_n}{k_A q R_L (RP_{\text{in}} + I_d)} \right]^{1/3} \quad (4.4.23) \]

for \( k_A \) in the range 0.01–1. This expression shows the critical role played by the ionization-coefficient ratio \( k_A \). For Si APDs, for which \( k_A \ll 1 \), \( M_{\text{opt}} \) can be as large as 100. By contrast, \( M_{\text{opt}} \) is in the neighborhood of 10 for InGaAs receivers, since \( k_A \approx 0.7 \). InGaAs APD receivers are nonetheless useful for optical communication systems simply because of their higher sensitivity. Receiver sensitivity is an important issue in the design of lightwave systems and is discussed next.

### 4.5 Receiver Sensitivity

Among a group of optical receivers, a receiver is said to be more sensitive if it achieves the same performance with less optical power incident on it. The performance criterion for digital receivers is governed by the bit-error rate (BER), defined as the probability of incorrect identification of a bit by the decision circuit of the receiver. Hence, a BER of \( 2 \times 10^{-6} \) corresponds to an average 2 errors per million bits. A commonly used criterion for digital optical receivers requires the BER to be below \( 1 \times 10^{-9} \). The receiver sensitivity is then defined as the minimum average received power \( P_{\text{rec}} \) required by the receiver to operate at a BER of \( 10^{-9} \). Since \( P_{\text{rec}} \) depends on the BER, let us begin by calculating the BER.

#### 4.5.1 Bit>Error Rate

Figure 4.18(a) shows schematically the fluctuating signal received by the decision circuit, which samples it at the decision instant \( t_D \) determined through clock recovery. The sampled value \( I \) fluctuates from bit to bit around an average value \( I_1 \) or \( I_0 \), depending on whether the bit corresponds to 1 or 0 in the bit stream. The decision circuit compares the sampled value with a threshold value \( I_D \) and calls it bit 1 if \( I > I_D \) or bit 0 if \( I < I_D \). An error occurs if \( I < I_D \) for bit 1 because of receiver noise. An error also occurs if \( I > I_D \) for bit 0. Both sources of errors can be included by defining the error probability as

\[
\text{BER} = p(1)P(0/1) + p(0)P(1/0),
\]

(4.5.1)

where \( p(1) \) and \( p(0) \) are the probabilities of receiving bits 1 and 0, respectively, \( P(0/1) \) is the probability of deciding 0 when 1 is received, and \( P(1/0) \) is the probability of deciding 1 when 0 is received. Since 1 and 0 bits are equally likely to occur, \( p(1) = p(0) = 1/2 \), and the BER becomes

\[
\text{BER} = \frac{1}{2} [P(0/1) + P(1/0)].
\]

Figure 4.18(b) shows how \( P(0/1) \) and \( P(1/0) \) depend on the probability density function \( p(I) \) of the sampled value \( I \). The functional form of \( p(I) \) depends on the statistics of noise sources responsible for current fluctuations. Thermal noise \( i_0 \) in Eq. (4.4.6) is well described by Gaussian statistics with zero mean and variance \( \sigma_i^2 \). The
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statistics of shot-noise contribution $i_s$ in Eq. (4.4.6) is also approximately Gaussian for $p-i-n$ receivers although that is not the case for APDs [86]–[88]. A common approximation treats $i_s$ as a Gaussian random variable for both $p-i-n$ and APD receivers but with different variance $\sigma_i^2$ given by Eqs. (4.4.5) and (4.4.17), respectively. Since the sum of two Gaussian random variables is also a Gaussian random variable, the sampled value $I$ has a Gaussian probability density function with variance $\sigma^2 = \sigma_i^2 + \sigma_j^2$. However, both the average and the variance are different for 1 and 0 bits since $I_p$ in Eq. (4.4.6) equals $I_1$ or $I_0$, depending on the bit received. If $\sigma_1^2$ and $\sigma_0^2$ are the corresponding variances, the conditional probabilities are given by

\[
P(0/1) = \frac{1}{\sigma_1 \sqrt{2\pi}} \int_{-\infty}^{I_0} \exp \left( -\frac{(I-I_1)^2}{2\sigma_1^2} \right) \, dI = \frac{1}{2} \text{erfc} \left( \frac{I_0 - I_1}{\sigma_1 \sqrt{2}} \right),
\]

\[
P(1/0) = \frac{1}{\sigma_0 \sqrt{2\pi}} \int_{I_1}^{\infty} \exp \left( -\frac{(I-I_0)^2}{2\sigma_0^2} \right) \, dI = \frac{1}{2} \text{erfc} \left( \frac{I_0 - I_1}{\sigma_0 \sqrt{2}} \right),
\]

where $\text{erfc}$ stands for the complementary error function, defined as [89]

\[
\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^{\infty} \exp(-y^2) \, dy.
\]

By substituting Eqs. (4.5.3) and (4.5.4) in Eq. (4.5.2), the BER is given by

\[
\text{BER} = \frac{1}{4} \left[ \text{erfc} \left( \frac{I_1 - I_0}{\sigma_1 \sqrt{2}} \right) + \text{erfc} \left( \frac{I_0 - I_1}{\sigma_0 \sqrt{2}} \right) \right].
\]
CHAPTER 4. OPTICAL RECEIVERS

Equation (4.5.6) shows that the BER depends on the decision threshold \( I_D \). In practice, \( I_D \) is optimized to minimize the BER. The minimum occurs when \( I_D \) is chosen such that

\[
\frac{(I_D - I_0)^2}{2\sigma_0^2} = \frac{(I_1 - I_0)^2}{2\sigma_1^2} + \ln \left( \frac{\sigma_1}{\sigma_0} \right).
\] (4.5.7)

The last term in this equation is negligible in most cases of practical interest, and \( I_D \) is approximately obtained from

\[
\frac{(I_D - I_0)}{\sigma_0} = \frac{(I_1 - I_D)}{\sigma_1} \equiv Q.
\] (4.5.8)

An explicit expression for \( I_D \) is

\[
I_D = \frac{\sigma_0 I_1 + \sigma_1 I_0}{\sigma_0 + \sigma_1}.
\] (4.5.9)

When \( \sigma_1 = \sigma_0 \), \( I_D = (I_1 + I_0)/2 \), which corresponds to setting the decision threshold in the middle. This is the situation for most \( p-i-n \) receivers whose noise is dominated by thermal noise \( (\sigma_T \gg \sigma_e) \) and is independent of the average current. By contrast, shot noise is larger for bit 1 than for bit 0, since \( \sigma_1^2 \) varies linearly with the average current. In the case of APD receivers, the BER can be minimized by setting the decision threshold in accordance with Eq. (4.5.9).

The BER with the optimum setting of the decision threshold is obtained by using Eqs. (4.5.6) and (4.5.8) and depends only on the \( Q \) parameter as

\[
\text{BER} = \frac{1}{2} \text{erfc} \left( \frac{Q}{\sqrt{2}} \right) = \frac{\exp(-Q^2/2)}{Q\sqrt{2\pi}},
\] (4.5.10)

where the parameter \( Q \) is obtained from Eqs. (4.5.8) and (4.5.9) and is given by

\[
Q = \frac{I_1 - I_0}{\sigma_1 + \sigma_0}.
\] (4.5.11)

The approximate form of BER is obtained by using the asymptotic expansion \([89]\) of \( \text{erfc}(Q/\sqrt{2}) \) and is reasonably accurate for \( Q > 3 \). Figure 4.19 shows how the BER varies with the \( Q \) parameter. The BER improves as \( Q \) increases and becomes lower than \( 10^{-12} \) for \( Q > 7 \). The receiver sensitivity corresponds to the average optical power for which \( Q \approx 6 \), since \( \text{BER} \approx 10^{-9} \) when \( Q = 6 \). The next subsection provides an explicit expression for the receiver sensitivity.

### 4.5.2 Minimum Received Power

Equation (4.5.10) can be used to calculate the minimum optical power that a receiver needs to operate reliably with a BER below a specified value. For this purpose the \( Q \) parameter should be related to the incident optical power. For simplicity, consider the case in which 0 bits carry no optical power so that \( P_0 = 0 \), and hence \( I_0 = 0 \). The power \( P_1 \) in 1 bits is related to \( I_1 \) as

\[
I_1 = MRP_1 = 2MR\tilde{P}_{\text{rec}},
\] (4.5.12)
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Figure 4.19: Bit-error rate versus the $Q$ parameter.

where $\tilde{P}_{\text{rec}}$ is the average received power defined as $\tilde{P}_{\text{rec}} = (P_1 + P_0)/2$. The APD gain $M$ is included in Eq. (4.5.12) for generality. The case of $p-i-n$ receivers can be considered by setting $M = 1$.

The RMS noise currents $\sigma_1$ and $\sigma_0$ include the contributions of both shot noise and thermal noise and can be written as

$$\sigma_1 = (\sigma_T^2 + \sigma_N^2)^{1/2} \quad \text{and} \quad \sigma_0 = \sigma_T,$$

where $\sigma_T^2$ and $\sigma_N^2$ are given by Eqs. (4.4.17) and (4.4.9), respectively. Neglecting the contribution of dark current, the noise variances become

$$\sigma_T^2 = 2qMR(2\tilde{P}_{\text{rec}})\Delta f,$$
$$\sigma_N^2 = (4k_BT/R_L)F_n\Delta f.$$

By using Eqs. (4.5.11)–(4.5.13), the $Q$ parameter is given by

$$Q = \frac{I_1}{\sigma_1 + \sigma_0} = \frac{2MR\tilde{P}_{\text{rec}}}{(\sigma_T^2 + \sigma_N^2)^{1/2} + \sigma_T}.$$

For a specified value of BER, $Q$ is determined from Eq. (4.5.10) and the receiver sensitivity $\tilde{P}_{\text{rec}}$ is found from Eq. (4.5.16). A simple analytic expression for $\tilde{P}_{\text{rec}}$ is obtained by solving Eq. (4.5.16) for a given value of $Q$ and is given by [3]

$$\tilde{P}_{\text{rec}} = \frac{Q}{R} \left( qF_AQ\Delta f + \frac{\sigma_T}{M} \right).$$
Equation (4.5.17) shows how $P_{\text{rec}}$ depends on various receiver parameters and how it can be optimized. Consider first the case of a $p-i-n$ receiver by setting $M = 1$. Since thermal noise $\sigma_T$ generally dominates for such a receiver, $P_{\text{rec}}$ is given by the simple expression

$$
(P_{\text{rec}})_{\text{pin}} \approx Q \sigma_T / R. \tag{4.5.18}
$$

From Eq. (4.5.15), $\sigma_T^2$ depends not only on receiver parameters such as $R_L$ and $F_o$, but also on the bit rate through the receiver bandwidth $\Delta f$ (typically, $\Delta f = B/2$). Thus, $P_{\text{rec}}$ increases as $\sqrt{B}$ in the thermal-noise limit. As an example, consider a 1.55-$\mu$m $p-i-n$ receiver with $R = 1$ A/W. If we use $\sigma_T = 100$ nA as a typical value and $Q = 6$ corresponding to a BER of $10^{-9}$, the receiver sensitivity is given by $P_{\text{rec}} = 0.6 \mu$W or $-32.2$ dBm.

Equation (4.5.17) shows how receiver sensitivity improves with the use of APD receivers. If thermal noise remains dominant, $P_{\text{rec}}$ is reduced by a factor of $M$, and the received sensitivity is improved by the same factor. However, shot noise increases considerably for APD, and Eq. (4.5.17) should be used in the general case in which shot-noise and thermal-noise contributions are comparable. Similar to the case of SNR discussed in Section 4.4.3, the receiver sensitivity can be optimized by adjusting the APD gain $M$. By using $F_A$ from Eq. (4.4.18) in Eq. (4.5.17), it is easy to verify that $P_{\text{rec}}$ is minimum for an optimum value of $M$ given by [3]

$$
M_{\text{opt}} = k_A^{-1/2} \left( \frac{\sigma_T}{Qq\Delta f} + k_A - 1 \right)^{1/2} \approx \left( \frac{\sigma_T}{k_A Q q \Delta f} \right)^{1/2}, \tag{4.5.19}
$$

and the minimum value is given by

$$
(P_{\text{rec}})_{\text{APD}} = (2q\Delta f / R) Q^2 (k_A M_{\text{opt}} + 1 - k_A). \tag{4.5.20}
$$

The improvement in receiver sensitivity obtained by the use of an APD can be estimated by comparing Eqs. (4.5.18) and (4.5.20). It depends on the ionization-coefficient ratio $k_A$ and is larger for APDs with a smaller value of $k_A$. For InGaAs APD receivers, the sensitivity is typically improved by 6–8 dB; such an improvement is sometimes called the APD advantage. Note that $P_{\text{rec}}$ for APD receivers increases linearly with the bit rate $B$ ($\Delta f \approx B/2$), in contrast with its $\sqrt{B}$ dependence for $p-i-n$ receivers. The linear dependence of $P_{\text{rec}}$ on $B$ is a general feature of shot-noise-limited receivers. For an ideal receiver for which $\sigma_T = 0$, the receiver sensitivity is obtained by setting $M = 1$ in Eq. (4.5.17) and is given by

$$
(P_{\text{rec}})_{\text{ideal}} = (q\Delta f / R) Q^2. \tag{4.5.21}
$$

A comparison of Eqs. (4.5.20) and (4.5.21) shows sensitivity degradation caused by the excess-noise factor in APD receivers.

Alternative measures of receiver sensitivity are sometimes used. For example, the BER can be related to the SNR and to the average number of photons $N_p$ contained within the “1” bit. In the thermal-noise limit $\sigma_0 \approx \sigma_T$. By using $I_0 = 0$, Eq. (4.5.11) provides $Q = I_1 / 2\sigma_T$. As $\text{SNR} = I_1^2 / \sigma_T^2$, it is related to $Q$ by the simple relation $\text{SNR} = 4Q^2$. Since $Q = 6$ for a BER of $10^{-9}$, the SNR must be at least 144 or 21.6 dB for achieving BER $\leq 10^{-9}$. The required value of SNR changes in the shot-noise limit. In
the absence of thermal noise, $\sigma_0 \approx 0$, since shot noise is negligible for the “0” bit if the dark-current contribution is neglected. Since $Q = I_1/\sigma_1 = (SNR)^{1/2}$ in the shot-noise limit, an SNR of 36 or 15.6 dB is enough to obtain $BER = 1 \times 10^{-9}$. It was shown in Section 4.4.2 that $SNR \approx \eta N_p$ [see Eq. (4.4.15) and the following discussion] in the shot-noise limit. By using $Q = (\eta N_p)^{1/2}$ in Eq. (4.5.10), the BER is given by

$$BER = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{\eta N_p}{2}} \right).$$  

(4.5.22)

For a receiver with 100% quantum efficiency ($\eta = 1$), $BER = 1 \times 10^{-9}$ when $N_p = 36$. In practice, most optical receivers require $N_p \sim 1000$ to achieve a BER of $10^{-9}$, as their performance is severely limited by thermal noise.

### 4.5.3 Quantum Limit of Photodetection

The BER expression (4.5.22) obtained in the shot-noise limit is not totally accurate, since its derivation is based on the Gaussian approximation for the receiver noise statistics. For an ideal detector (no thermal noise, no dark current, and 100% quantum efficiency), $\sigma_0 = 0$, as shot noise vanishes in the absence of incident power, and thus the decision threshold can be set quite close to the 0-level signal. Indeed, for such an ideal receiver, 1 bits can be identified without error as long as even one photon is detected. An error is made only if a 1 bit fails to produce even a single electron–hole pair. For such a small number of photons and electrons, shot-noise statistics cannot be approximated by a Gaussian distribution, and the exact Poisson statistics should be used. If $N_p$ is the average number of photons in each 1 bit, the probability of generating $m$ electron–hole pairs is given by the Poisson distribution [90]

$$P_m = \exp(-N_p)N_p^m/m!. \quad (4.5.23)$$

The BER can be calculated by using Eqs. (4.5.2) and (4.5.23). The probability $P(1/0)$ that a 1 is identified when 0 is received is zero since no electron–hole pair is generated when $N_p = 0$. The probability $P(0/1)$ is obtained by setting $m = 0$ in Eq. (4.5.23), since a 0 is decided in that case even though 1 is received. Since $P(0/1) = \exp(-N_p)$, the BER is given by the simple expression

$$BER = \exp(-N_p)/2. \quad (4.5.24)$$

For $BER < 10^{-9}$, $N_p$ must exceed 20. Since this requirement is a direct result of quantum fluctuations associated with the incoming light, it is referred to as the quantum limit. Each 1 bit must contain at least 20 photons to be detected with a BER $< 10^{-9}$. This requirement can be converted into power by using $P_1 = N_p\hbar vB$, where $B$ is the bit rate and $\hbar v$ the photon energy. The receiver sensitivity, defined as $\bar{P}_{rec} = (P_1 + P_0)/2 = P_1/2$, is given by

$$\bar{P}_{rec} = N_p\hbar vB/2 = \bar{N}_p\hbar vB. \quad (4.5.25)$$

The quantity $\bar{N}_p$ expresses the receiver sensitivity in terms of the average number of photons/bit and is related to $N_p$ as $\bar{N}_p = N_p/2$ when 0 bits carry no energy. Its use

$$\bar{P}_{rec} = \frac{N_p}{2} \hbar vB.$$  

(4.5.25)

...
as a measure of receiver sensitivity is quite common. In the quantum limit $\bar{N}_p = 10$. The power can be calculated from Eq. (4.5.25). For example, for a 1.55-µm receiver ($h\nu = 0.8$ eV), $P_{\text{rec}} = 13$ nW or $-48.9$ dBm at $B = 10$ Gb/s. Most receivers operate away from the quantum limit by 20 dB or more. This is equivalent to saying that $\bar{N}_p$ typically exceeds 1000 photons in practical receivers.

### 4.6 Sensitivity Degradation

The sensitivity analysis in Section 4.5 is based on the consideration of receiver noise only. In particular, the analysis assumes that the optical signal incident on the receiver consists of an ideal bit stream such that 1 bits consist of an optical pulse of constant energy while no energy is contained in 0 bits. In practice, the optical signal emitted by a transmitter deviates from this ideal situation. Moreover, it can be degraded during its transmission through the fiber link. An example of such degradation is provided by the noise added at optical amplifiers. The minimum average optical power required by the receiver increases because of such nonideal conditions. This increase in the average received power is referred to as the **power penalty**. In this section we focus on the sources of power penalties that can lead to sensitivity degradation even without signal transmission through the fiber. The transmission-related power-penalty mechanisms are discussed in Chapter 7.

#### 4.6.1 Extinction Ratio

A simple source of a power penalty is related to the energy carried by 0 bits. Some power is emitted by most transmitters even in the off state. In the case of semiconductor lasers, the off-state power $P_0$ depends on the bias current $I_b$ and the threshold current $I_{th}$. If $I_b < I_{th}$, the power emitted during 0 bits is due to spontaneous emission, and generally $P_0 \ll P_1$, where $P_1$ is the on-state power. By contrast, $P_0$ can be a significant fraction of $P_1$ if the laser is biased close to but above threshold. The **extinction ratio** is defined as

$$ r_{\text{ex}} = P_0/P_1. \tag{4.6.1} $$

The power penalty can be obtained by using Eq. (4.5.11). For a $p-i-n$ receiver $I_1 = RP_1$ and $I_0 = RP_0$, where $R$ is the responsivity (the APD gain can be included by replacing $R$ with $MR$). By using the definition $\tilde{P}_{\text{rec}} = (P_1 + P_0)/2$ for the receiver sensitivity, the parameter $Q$ is given by

$$ Q = \frac{1 - r_{\text{ex}}}{1 + r_{\text{ex}}} \frac{2R\tilde{P}_{\text{rec}}}{\sigma_1 + \sigma_0}. \tag{4.6.2} $$

In general, $\sigma_1$ and $\sigma_0$ depend on $\tilde{P}_{\text{rec}}$ because of the dependence of the shot-noise contribution on the received optical signal. However, both of them can be approximated by the thermal noise $\sigma_T$ when receiver performance is dominated by thermal noise. By using $\sigma_1 \approx \sigma_0 \approx \sigma_T$ in Eq. (4.6.2), $\tilde{P}_{\text{rec}}$ is given by

$$ \tilde{P}_{\text{rec}}(r_{\text{ex}}) = \frac{1 + r_{\text{ex}}}{1 - r_{\text{ex}}} \frac{\sigma_T Q}{R}. \tag{4.6.3} $$
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This equation shows that $\delta_{\text{ex}}$ increases when $r_{\text{ex}} \neq 0$. The power penalty is defined as the ratio $\Delta_{\text{ex}} = \frac{P_{\text{rec}}(r_{\text{ex}})}{P_{\text{rec}}(0)}$. It is commonly expressed in decibel (dB) units by using

$$\Delta_{\text{ex}} = 10 \log_{10} \left( \frac{P_{\text{rec}}(r_{\text{ex}})}{P_{\text{rec}}(0)} \right) = 10 \log_{10} \left( \frac{1 + r_{\text{ex}}}{1 - r_{\text{ex}}} \right). \quad (4.6.4)$$

Figure 4.20 shows how the power penalty increases with $r_{\text{ex}}$. A 1-dB penalty occurs for $r_{\text{ex}} = 0.12$ and increases to 4.8 dB for $r_{\text{ex}} = 0.5$. In practice, for lasers biased below threshold, $r_{\text{ex}}$ is typically below 0.05, and the corresponding power penalty (<0.4 dB) is negligible. Nonetheless, it can become significant if the semiconductor laser is biased above threshold. An expression for $P_{\text{rec}}(r_{\text{ex}})$ can be obtained [3] for APD receivers by including the APD gain and the shot-noise contribution to $\sigma_0$ and $\sigma_1$ in Eq. (4.6.2). The optimum APD gain is lower than that in Eq. (4.5.19) when $r_{\text{ex}} \neq 0$. The sensitivity is also reduced because of the lower optimum gain. Normally, the power penalty for an APD receiver is larger by about a factor of 2 for the same value of $r_{\text{ex}}$.

4.6.2 Intensity Noise

The noise analysis of Section 4.4 is based on the assumption that the optical power incident on the receiver does not fluctuate. In practice, light emitted by any transmitter exhibits power fluctuations. Such fluctuations, called intensity noise, were discussed in Section 3.3.8 in the context of semiconductor lasers. The optical receiver converts power fluctuations into current fluctuations which add to those resulting from shot noise and thermal noise. As a result, the receiver SNR is degraded and is lower than that given by Eq. (4.4.19). An exact analysis is complicated, as it involves the calculation
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of photocurrent statistics [91]. A simple approach consists of adding a third term to the current variance given by Eq. (4.4.10), so that

\[ \sigma^2 = \sigma^2_c + \sigma^2_p + \sigma^2_f, \]  

(4.6.5)

where

\[ \sigma_f = R((\Delta P_w^2))^{1/2} = R P_{in} r_f. \]  

(4.6.6)

The parameter \( r_f \), defined as \( r_f = (\Delta P_w^2))^{1/2}/P_{in} \), is a measure of the noise level of the incident optical signal. It is related to the relative intensity noise (RIN) of the transmitter as

\[ RIN(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} RIN(\omega) d\omega, \]  

(4.6.7)

where \( RIN(\omega) \) is given by Eq. (3.5.32). As discussed in Section 3.5.4, \( r_f \) is simply the inverse of the SNR of light emitted by the transmitter. Typically, the transmitter SNR is better than 20 dB, and \( r_f < 0.01 \).

As a result of the dependence of \( \sigma_0 \) and \( \sigma_f \) on the parameter \( r_f \), the parameter \( Q \) in Eq. (4.5.11) is reduced in the presence of intensity noise. Since \( Q \) should be maintained to the same value to maintain the BER, it is necessary to increase the received power. This is the origin of the power penalty induced by intensity noise. To simplify the following analysis, the extinction ratio is assumed to be zero, so that \( \eta = 0 \) and \( \sigma_0 = \sigma_T \). By using \( I_1 = R P_1 = 2R \tilde{P}_{rec} \) and Eq. (4.6.5) for \( \sigma_1 \), \( Q \) is given by

\[ Q = \frac{2R \tilde{P}_{rec}}{(\sigma^2_c + \sigma^2_p + \sigma^2_f)^{1/2} + \sigma_f}, \]  

(4.6.8)

where

\[ \sigma_c = (4qR \tilde{P}_{rec} \Delta f)^{1/2}, \quad \sigma_f = 2r_f R \tilde{P}_{rec}, \]  

(4.6.9)

and \( \sigma_f \) is given by Eq. (4.4.9). Equation (4.6.8) is easily solved to obtain the following expression for the receiver sensitivity:

\[ \tilde{P}_{rec}(r_f) = \frac{Q \sigma_T + Q^2 q \Delta f}{R(1 - r_f^2 Q^2)}. \]  

(4.6.10)

The power penalty, defined as the increase in \( \tilde{P}_{rec} \) when \( r_f \neq 0 \), is given by

\[ \delta_f = 10 \log_{10} |\tilde{P}_{rec}(r_f)/\tilde{P}_{rec}(0)| = -10 \log_{10} (1 - r_f^2 Q^2). \]  

(4.6.11)

Figure 4.21 shows the power penalty as a function of \( r_f \) for maintaining \( Q = 6 \) corresponding to a BER of \( 10^{-9} \). The penalty is negligible for \( r_f < 0.01 \) as \( \delta_f \) is below 0.02 dB. Since this is the case for most optical transmitters, the effect of transmitter noise is negligible in practice. The power penalty is almost 2 dB for \( r_f = 0.1 \) and becomes infinite when \( r_f = Q^{-1} = 0.167 \). An infinite power penalty implies that the receiver cannot operate at the specific BER even if the received optical power is increased indefinitely. In the BER diagram shown in Fig. 4.19, an infinite power penalty corresponds to a saturation of the BER curve above the \( 10^{-9} \) level, a feature referred to as the BER floor. In this respect, the effect of intensity noise is qualitatively different.
than the extinction ratio, for which the power penalty remains finite for all values of $r_{ex}$ such that $r_{ex} < 1$.

The preceding analysis assumes that the intensity noise at the receiver is the same as at the transmitter. This is not typically the case when the optical signal propagates through a fiber link. The intensity noise added by in-line optical amplifiers often becomes a limiting factor for most long-haul lightwave systems (see Chapter 5). When a multimode semiconductor laser is used, fiber dispersion can lead to degradation of the receiver sensitivity through the mode-partition noise. Another phenomenon that can enhance intensity noise is optical feedback from parasitic reflections occurring all along the fiber link. Such transmission-induced power-penalty mechanisms are considered in Chapter 7.

### 4.6.3 Timing Jitter

The calculation of receiver sensitivity in Section 4.5 is based on the assumption that the signal is sampled at the peak of the voltage pulse. In practice, the decision instant is determined by the clock-recovery circuit (see Fig. 4.11). Because of the noisy nature of the input to the clock-recovery circuit, the sampling time fluctuates from bit to bit. Such fluctuations are called *timing jitter* [92]–[95]. The SNR is degraded because fluctuations in the sampling time lead to additional fluctuations in the signal. This can be understood by noting that if the bit is not sampled at the bit center, the sampled value is reduced by an amount that depends on the timing jitter $\Delta t$. Since $\Delta t$ is a random
variable, the reduction in the sampled value is also random. The SNR is reduced as a result of such additional fluctuations, and the receiver performance is degraded. The SNR can be maintained by increasing the received optical power. This increase is the power penalty induced by timing jitter.

To simplify the following analysis, let us consider a p-i-n receiver dominated by thermal noise $\sigma_T$ and assume a zero extinction ratio. By using $I_0 = 0$ in Eq. (4.5.11), the parameter $Q$ is given by

$$Q = \frac{I_1 - \langle \Delta i \rangle}{\sigma_I} \left( \sigma_I^2 + \sigma_T^2 \right)^{1/2},$$

(4.6.12)

where $\langle \Delta i \rangle$ is the average value and $\sigma_I$ is the RMS value of the current fluctuation $\Delta i$ induced by timing jitter $\Delta t$. If $h_{\text{out}}(t)$ governs the shape of the current pulse,

$$\Delta i = I_1 [h_{\text{out}}(0) - h_{\text{out}}(\Delta t)],$$

(4.6.13)

where the ideal sampling instant is taken to be $t = 0$.

Clearly, $\sigma_I$ depends on the shape of the signal pulse at the decision current. A simple choice [92] corresponds to $h_{\text{out}}(t) = \cos^2(\pi Bt/2)$, where $B$ is the bit rate. Here Eq. (4.3.6) is used as many optical receivers are designed to provide that pulse shape. Since $\Delta t$ is likely to be much smaller than the bit period $T_B = 1/B$, it can be approximated as

$$\Delta i = \left(2\pi^2 / 3 - 4\right)(B \Delta t)^2 I_1$$

(4.6.14)

by assuming that $B \Delta t \ll 1$. This approximation provides a reasonable estimate of the power penalty as long as the penalty is not too large [92]. This is expected to be the case in practice. To calculate $\sigma_I$, the probability density function of the timing jitter $\Delta t$ is assumed to be Gaussian, so that

$$p(\Delta t) = \frac{1}{\tau_j \sqrt{2\pi}} \exp \left( -\frac{\Delta t^2}{2\tau_j^2} \right),$$

(4.6.15)

where $\tau_j$ is the RMS value (standard deviation) of $\Delta t$. The probability density of $\Delta i$ can be obtained by using Eqs. (4.6.14) and (4.6.15) and noting that $\Delta i$ is proportional to $(\Delta t)^2$. The result is

$$p(\Delta i) = \frac{1}{\sqrt{\pi b \Delta i} I_1} \exp \left( -\frac{\Delta i}{b I_1} \right),$$

(4.6.16)

where

$$b = \left(4\pi^2 / 3 - 8\right)(B \tau_j)^2.$$  (4.6.17)

Equation (4.6.16) is used to calculate $\langle \Delta i \rangle$ and $\sigma_I = \langle (\Delta i)^2 \rangle^{1/2}$. The integration over $\Delta i$ is easily done to obtain

$$\langle \Delta i \rangle = b I_1 / 2, \quad \sigma_I = b I_1 / \sqrt{2}.$$  (4.6.18)
By using Eqs. (4.6.12) and (4.6.18) and noting that \( I_{1} = 2RP_{\text{rec}} \), where \( R \) is the responsivity, the receiver sensitivity is given by

\[
P_{\text{rec}}(b) = \left( \frac{\sigma_{T}Q}{R} \right) \frac{1 - b/2}{(1 - b/2)^2 - b^2Q^2/2}.
\]  

(4.6.19)

The power penalty, defined as the increase in \( P_{\text{rec}} \), is given by

\[
\delta_{j} = 10 \log_{10} \left( \frac{P_{\text{rec}}(b)}{P_{\text{rec}}(0)} \right) = 10 \log_{10} \left( \frac{1 - b/2}{(1 - b/2)^2 - b^2Q^2/2} \right).
\]  

(4.6.20)

Figure 4.22 shows how the power penalty varies with the parameter \( B\tau_{j} \), which has the physical significance of the fraction of the bit period over which the decision time fluctuates (one standard deviation). The power penalty is negligible for \( B\tau_{j} < 0.1 \) but increases rapidly beyond \( B\tau_{j} = 0.1 \). A 2-dB penalty occurs for \( B\tau_{j} = 0.16 \). Similar to the case of intensity noise, the jitter-induced penalty becomes infinite beyond \( B\tau_{j} = 0.2 \). The exact value of \( B\tau_{j} \) at which the penalty becomes infinite depends on the model used to calculate the jitter-induced power penalty. Equation (4.6.20) is obtained by using a specific pulse shape and a specific jitter distribution. It is also based on the use of Eqs. (4.5.10) and (4.6.12), which assumes Gaussian statistics for the receiver current. As evident from Eq. (4.6.16), jitter-induced current fluctuations are not Gaussian in nature. A more accurate calculation shows that Eq. (4.6.20) underestimates the power penalty [94]. The qualitative behavior, however, remains the same. In general, the RMS value of the timing jitter should be below 10% of the bit period for a negligible power penalty. A similar conclusion holds for APD receivers, for which the penalty is generally larger [95].
4.7 Receiver Performance

The receiver performance is characterized by measuring the BER as a function of the average optical power received. The average optical power corresponding to a BER of $10^{-9}$ is a measure of receiver sensitivity. Figure 4.23 shows the receiver sensitivity measured in various transmission experiments [96]-[107] by sending a long sequence of pseudorandom bits (typical sequence length $2^{15} - 1$) over a single-mode fiber and then detecting it by using either a p-i-n or an APD receiver. The experiments were performed at the 1.3- or 1.55-μm wavelength, and the bit rate varied from 100 MHz to 10 GHz. The theoretical quantum limit at these two wavelengths is also shown in Fig. 4.23 by using Eq. (4.5.25). A direct comparison shows that the measured receiver sensitivities are worse by 20 dB or more compared with the quantum limit. Most of the degradation is due to the thermal noise that is unavoidable at room temperature and generally dominates the shot noise. Some degradation is due to fiber dispersion, which leads to power penalties; sources of such penalties are discussed in the following chapter.

The dispersion-induced sensitivity degradation depends on both the bit rate $B$ and the fiber length $L$ and increases with $BL$. This is the reason why the sensitivity degradation from the quantum limit is larger (25–30 dB) for systems operating at high bit rates. The receiver sensitivity at 10 Gb/s is typically worse than $-25$ dBm [107]. It can be improved by 5–6 dB by using APD receivers. In terms of the number of photons/bit, APD receivers require nearly 1000 photons/bit compared with the quantum
limit of 10 photons/bit. The receiver performance is generally better for shorter wavelengths in the region near 0.85 μm, where silicon APDs can be used; they perform satisfactorily with about 400 photons/bit; an experiment in 1976 achieved a sensitivity of only 187 photons/bit [108]. It is possible to improve the receiver sensitivity by using coding schemes. A sensitivity of 180 photons/bit was realized in a 1.55-μm system experiment [109] after 305 km of transmission at 140 Mb/s.

It is possible to isolate the extent of sensitivity degradation occurring as a result of signal propagation inside the optical fiber. The common procedure is to perform a separate measurement of the receiver sensitivity by connecting the transmitter and receiver directly, without the intermediate fiber. Figure 4.24 shows the results of such a measurement for a 1.55-μm field experiment in which the RZ-format signal consisting of a pseudorandom bit stream in the form of solitons (sequence length $2^{23} - 1$) was propagated over more than 2000 km of fiber [110]. In the absence of fiber (0-km curve), a BER of $10^{-9}$ is realized for $-29.5$ dBm of received power. However, the launched signal is degraded considerably during transmission, resulting in about a 3-dB penalty for a 2040-km fiber link. The power penalty increases rapidly with further
propagation. In fact, the increasing curvature of BER curves indicates that the BER of $10^{-9}$ would be unreachable after a distance of 2600 km. This behavior is typical of most lightwave systems. The eye diagram seen in Fig. 4.24 is qualitatively different than that appearing in Fig. 4.13. This difference is related to the use of the RZ format.

The performance of an optical receiver in actual lightwave systems may change with time. Since it is not possible to measure the BER directly for a system in operation, an alternative is needed to monitor system performance. As discussed in Section 4.3.3, the eye diagram is best suited for this purpose; closing of the eye is a measure of degradation in receiver performance and is associated with a corresponding increase in the BER. Figures 4.13 and 4.24 show examples of the eye diagrams for lightwave systems making use of the NRZ and RZ formats, respectively. The eye is wide open in the absence of optical fiber but becomes partially closed when the signal is transmitted through a long fiber link. Closing of the eye is due to amplifier noise, fiber dispersion, and various nonlinear effects, all of which lead to considerable distortion of optical pulses as they propagate through the fiber. The continuous monitoring of the eye pattern is common in actual systems as a measure of receiver performance.

The performance of optical receivers operating in the wavelength range 1.3–1.6 μm is severely limited by thermal noise, as seen clearly from the data in Fig. 4.23. The use of APD receivers improves the situation, but to a limited extent only, because of the excess noise factor associated with InGaAs APDs. Most receivers operate away from the quantum limit by 20 dB or more. The effect of thermal noise can be considerably reduced by using coherent-detection techniques in which the received signal is mixed coherently with the output of a narrow-linewidth laser. The receiver performance can also be improved by amplifying the optical signal before it is incident on the photodetector. We turn to optical amplifiers in the next chapter.

**Problems**

4.1 Calculate the responsivity of a p-i-n photodiode at 1.3 and 1.55 μm if the quantum efficiency is 80%. Why is the photodiode more responsive at 1.55 μm?

4.2 Photons at a rate of $10^{10}$/s are incident on an APD with responsivity of 6 A/W. Calculate the quantum efficiency and the photocurrent at the operating wavelength of 1.5 μm for an APD gain of 10.

4.3 Show by solving Eqs. (4.2.3) and (4.2.4) that the multiplication factor $M$ is given by Eq. (4.2.7) for an APD in which electrons initiate the avalanche process. Treat $\alpha_e$ and $\alpha_0$ as constants.

4.4 Draw a block diagram of a digital optical receiver showing its various components. Explain the function of each component. How is the signal used by the decision circuit related to the incident optical power?

4.5 The raised-cosine pulse shape of Eq. (4.3.6) can be generalized to generate a family of such pulses by defining

$$ h_{ou}(t) = \frac{\sin(\pi Bt)}{\pi Bt} \frac{\cos(\pi \beta Bt)}{1 - (2\beta Bt)^2}, $$
where the parameter $\beta$ varies between 0 and 1. Derive an expression for the transfer function $H_{\text{out}}(f)$ given by the Fourier transform of $h_{\text{out}}(t)$. Plot $h_{\text{out}}(t)$ and $H_{\text{out}}(f)$ for $\beta = 0, 0.5, \text{and } 1$.

4.6 Consider a 0.8-$\mu$m receiver with a silicon $p-i-n$ photodiode. Assume 20 MHz bandwidth, 65% quantum efficiency, 1 nA dark current, 8 pF junction capacitance, and 3 dB amplifier noise figure. The receiver is illuminated with 5 $\mu$W of optical power. Determine the RMS noise currents due to shot noise, thermal noise, and amplifier noise. Also calculate the SNR.

4.7 The receiver of Problem 4.6 is used in a digital communication system that requires a SNR of at least 20 dB for satisfactory performance. What is the minimum received power when the detection is limited by (a) shot noise and (b) thermal noise? Also calculate the noise-equivalent power in the two cases.

4.8 The excess noise factor of avalanche photodiodes is often approximated by $M^x$ instead of Eq. (4.4.18). Find the range of $M$ for which Eq. (4.4.18) can be approximated within 10% by $F_A(M) = M^x$ by choosing $x = 0.3$ for Si, 0.7 for InGaAs, and 1.0 for Ge. Use $k_A = 0.02$ for Si, 0.35 for InGaAs, and 1.0 for Ge.

4.9 Derive Eq. (4.4.22). Plot $M_{\text{opt}}$ versus $k_A$ by solving the cubic polynomial on a computer by using $R_L = 1$ k$\Omega$, $F_n = 2$, $R = 1$ A/W, $P_{\text{in}} = 1$ $\mu$W, and $I_d = 2$ nA. Compare the results with the approximate analytic solution given by Eq. (4.4.23) and comment on its validity.

4.10 Derive an expression for the optimum value of $M$ for which the SNR becomes maximum by using $F_A(M) = M^x$ in Eq. (4.4.19).

4.11 Prove that the bit-error rate (BER) given by Eq. (4.5.6) is minimum when the decision threshold is set close to a value given by Eq. (4.5.9).

4.12 A 1.3-$\mu$m digital receiver is operating at 100 Mb/s and has an effective noise bandwidth of 60 MHz. The $p-i-n$ photodiode has negligible dark current and 90% quantum efficiency. The load resistance is 100 $\Omega$ and the amplifier noise figure is 3 dB. Calculate the receiver sensitivity corresponding to a BER of $10^{-9}$. How much does it change if the receiver is designed to operate reliably up to a BER of $10^{-12}$?

4.13 Calculate the receiver sensitivity (at a BER of $10^{-9}$) for the receiver in Problem 4.12 in the shot-noise and thermal-noise limits. How many photons are incident during bit 1 in the two limits if the optical pulse can be approximated by a square pulse?

4.14 Derive an expression for the optimum gain $M_{\text{opt}}$ of an APD receiver that would maximize the receiver sensitivity by taking the excess-noise factor as $M^x$. Plot $M_{\text{opt}}$ as a function of $k$ for $T = 0.2$ mA and $g = 1$ GHz and estimate its value for InGaAs APDs (see Problem 4.8).

4.15 Derive an expression for the sensitivity of an APD receiver by taking into account a finite extinction ratio for the general case in which both shot noise and thermal noise contribute to the receiver sensitivity. You can neglect the dark current.
4.16 Derive an expression for the intensity-noise-induced power penalty of a p-i-n receiver by taking into account a finite extinction ratio. Shot-noise and intensity-noise contributions can both be neglected compared with the thermal noise in the off state but not in the on state.

4.17 Use the result of Problem 4.16 to plot the power penalty as a function of the intensity-noise parameter $r_1$ [see Eq. (4.6.6) for its definition] for several values of the extinction ratio. When does the power penalty become infinite? Explain the meaning of an infinite power penalty.

4.18 Derive an expression for the timing-jitter-induced power penalty by assuming a parabolic pulse shape $I(t) = I_p(1 - B^2 t^2)$ and a Gaussian jitter distribution with a standard deviation $\tau$ (RMS value). You can assume that the receiver performance is dominated by thermal noise. Calculate the tolerable value of $B\tau$ that would keep the power penalty below 1 dB.
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Chapter 5

Lightwave Systems

The preceding three chapters focused on the three main components of a fiber-optic communication system—optical fibers, optical transmitters, and optical receivers. In this chapter we consider the issues related to system design and performance when the three components are put together to form a practical lightwave system. Section 5.1 provides an overview of various system architectures. The design guidelines for fiber-optic communication systems are discussed in Section 5.2 by considering the effects of fiber losses and group-velocity dispersion. The power and the rise-time budgets are also described in this section. Section 5.3 focuses on long-haul systems for which the nonlinear effects become quite important. This section also covers various terrestrial and undersea lightwave systems that have been developed since 1977 when the first field trial was completed in Chicago. Issues related to system performance are treated in Section 5.4 with emphasis on performance degradation occurring as a result of signal transmission through the optical fiber. The physical mechanisms that can lead to power penalty in actual lightwave systems include modal noise, mode-partition noise, source spectral width, frequency chirp, and reflection feedback; each of them is discussed in separate subsections. In Section 5.5 we emphasize the importance of computer-aided design for lightwave systems.

5.1 System Architectures

From an architectural standpoint, fiber-optic communication systems can be classified into three broad categories—point-to-point links, distribution networks, and local-area networks [1]–[7]. This section focuses on the main characteristics of these three system architectures.

5.1.1 Point-to-Point Links

Point-to-point links constitute the simplest kind of lightwave systems. Their role is to transport information, available in the form of a digital bit stream, from one place to another as accurately as possible. The link length can vary from less than a kilometer
(short haul) to thousands of kilometers (long haul), depending on the specific application. For example, optical data links are used to connect computers and terminals within the same building or between two buildings with a relatively short transmission distance (<10 km). The low loss and the wide bandwidth of optical fibers are not of primary importance for such data links; fibers are used mainly because of their other advantages, such as immunity to electromagnetic interference. In contrast, undersea lightwave systems are used for high-speed transmission across continents with a link length of several thousands of kilometers. Low losses and a large bandwidth of optical fibers are important factors in the design of transoceanic systems from the standpoint of reducing the overall operating cost.

When the link length exceeds a certain value, in the range 20–100 km depending on the operating wavelength, it becomes necessary to compensate for fiber losses, as the signal would otherwise become too weak to be detected reliably. Figure 5.1 shows two schemes used commonly for loss compensation. Until 1990, optoelectronic repeaters, called regenerators because they regenerate the optical signal, were used exclusively. As seen in Fig. 5.1(a), a regenerator is nothing but a receiver–transmitter pair that detects the incoming optical signal, recovers the electrical bit stream, and then converts it back into optical form by modulating an optical source. Fiber losses can also be compensated by using optical amplifiers, which amplify the optical bit stream directly without requiring conversion of the signal to the electric domain. The advent of optical amplifiers around 1990 revolutionized the development of fiber-optic communication systems [8]–[10]. Amplifiers are especially valuable for wavelength-division multiplexed (WDM) lightwave systems as they can amplify many channels simultaneously; Chapter 6 is devoted to them.

Optical amplifiers solve the loss problem but they add noise (see Chapter 6) and worsen the impact of fiber dispersion and nonlinearity since signal degradation keeps on accumulating over multiple amplification stages. Indeed, periodically amplified lightwave systems are often limited by fiber dispersion unless dispersion-compensation techniques (discussed in Chapter 7) are used. Optoelectronic repeaters do not suffer from this problem as they regenerate the original bit stream and thus effectively compensate for all sources of signal degradation automatically. An optical regenerator should perform the same three functions—reamplification, reshaping, and retiming.
5.1. SYSTEM ARCHITECTURES

The spacing \( L \) between regenerators or optical amplifiers (see Fig. 5.1), often called the \textit{repeater spacing}, is a major design parameter simply because the system cost reduces as \( L \) increases. However, as discussed in Section 2.4, the distance \( L \) depends on the bit rate \( B \) because of fiber dispersion. The bit rate–distance product, \( BL \), is generally used as a measure of the system performance for point-to-point links. The \( BL \) product depends on the operating wavelength, since both fiber losses and fiber dispersion are wavelength dependent. The first three generations of lightwave systems correspond to three different operating wavelengths near 0.85, 1.3, and 1.55 \( \mu \text{m} \). Whereas the \( BL \) product was \( \sim 1 \) (Gbits/\text{s})-km for the first-generation systems operating near 0.85 \( \mu \text{m} \), it becomes \( \sim 1 \) (Tbits/\text{s})-km for the third-generation systems operating near 1.55 \( \mu \text{m} \) and can exceed 100 (Tbits/\text{s})-km for the fourth-generation systems.

5.1.2 Distribution Networks

Many applications of optical communication systems require that information is not only transmitted but is also distributed to a group of subscribers. Examples include local-loop distribution of telephone services and broadcast of multiple video channels over cable television (CATV, short for common-antenna television). Considerable effort is directed toward the integration of audio and video services through a broadband integrated-services digital network (ISDN). Such a network has the ability to distribute a wide range of services, including telephone, facsimile, computer data, and video broadcasts. Transmission distances are relatively short (\( L < 50 \text{ km} \)), but the bit rate can be as high as 10 Gbits/\text{s} for a broadband ISDN.

Figure 5.2 shows two topologies for distribution networks. In the case of \textit{hub topology}, channel distribution takes place at central locations (or hubs), where an automated cross-connect facility switches channels in the electrical domain. Such networks are called \textit{metropolitan-area networks} (MANs) as hubs are typically located in major cities [13]. The role of fiber is similar to the case of point-to-point links. Since the fiber bandwidth is generally much larger than that required by a single hub office, several offices can share a single fiber headed for the main hub. Telephone networks employ hub topology for distribution of audio channels within a city. A concern for the hub topology is related to its reliability—outage of a single fiber cable can affect the service to a large portion of the network. Additional point-to-point links can be used to guard against such a possibility by connecting important hub locations directly.

In the case of \textit{bus topology}, a single fiber cable carries the multichannel optical signal throughout the area of service. Distribution is done by using optical taps, which divert a small fraction of the optical power to each subscriber. A simple CATV application of bus topology consists of distributing multiple video channels within a city. The use of optical fiber permits distribution of a large number of channels (100 or more)
because of its large bandwidth compared with coaxial cables. The advent of high-definition television (HDTV) also requires lightwave transmission because of a large bandwidth (about 100 Mb/s) of each video channel unless a compression technique (such as MPEG-2, or 2nd recommendation of the motion-picture entertainment group) is used.

A problem with the bus topology is that the signal loss increases exponentially with the number of taps and limits the number of subscribers served by a single optical bus. Even when fiber losses are neglected, the power available at the $N$th tap is given by

$$P_N = P_T C ([1 - \delta] (1 - C))^N - 1,$$

(5.1.1)

where $P_T$ is the transmitted power, $C$ is the fraction of power coupled out at each tap, and $\delta$ accounts for insertion losses, assumed to be the same at each tap. The derivation of Eq. (5.1.1) is left as an exercise for the reader. If we use $\delta = 0.05$, $C = 0.05$, $P_T = 1$ mW, and $P_N = 0.1$ $\mu$W as illustrative values, $N$ should not exceed 60. A solution to this problem is offered by optical amplifiers which can boost the optical power of the bus periodically and thus permit distribution to a large number of subscribers as long as the effects of fiber dispersion remain negligible.

### 5.1.3 Local-Area Networks

Many applications of fiber-optic communication technology require networks in which a large number of users within a local area (e.g., a university campus) are intercon-
5.1. **SYSTEM ARCHITECTURES**

Optical-access networks used in a local subscriber loop also fall in this category [17]. Since the transmission distances are relatively short (<10 km), fiber losses are not of much concern for LAN applications. The major motivation behind the use of optical fibers is the large bandwidth offered by fiber-optic communication systems.

The main difference between MANs and LANs is related to the random access offered to multiple users of a LAN. The system architecture plays an important role for LANs, since the establishment of predefined protocol rules is a necessity in such an environment. Three commonly used topologies are known as bus, ring, and star configurations. The bus topology is similar to that shown in Fig. 5.2(b). A well-known example of bus topology is provided by the Ethernet, a network protocol used to connect multiple computers and used by the Internet. The Ethernet operates at speeds up to 1 Gb/s by using a protocol based on carrier-sense multiple access (CSMA) with collision detection. Although the Ethernet LAN architecture has proven to be quite successful when coaxial cables are used for the bus, a number of difficulties arise when optical fibers are used. A major limitation is related to the losses occurring at each tap, which limits the number of users [see Eq. (5.1.1)].

Figure 5.3 shows the ring and star topologies for LAN applications. In the ring

![Ring topology and star topology for local-area networks.](image)
topology [18], consecutive nodes are connected by point-to-point links to form a closed ring. Each node can transmit and receive the data by using a transmitter–receiver pair, which also acts as a repeater. A token (a predefined bit sequence) is passed around the ring. Each node monitors the bit stream to listen for its own address and to receive the data. It can also transmit by appending the data to an empty token. The use of ring topology for fiber-optic LANs has been commercialized with the standardized interface known as the fiber distributed data interface, FDDI for short [18]. The FDDI operates at 100 Mbits by using multimode fibers and 1.3-µm transmitters based on light-emitting diodes (LEDs). It is designed to provide backbone services such as the interconnection of lower-speed LANs or mainframe computers.

In the star topology, all nodes are connected through point-to-point links to a central node called a hub, or simply a star. Such LANs are further subclassified as active-star or passive-star networks, depending on whether the central node is an active or passive device. In the active-star configuration, all incoming optical signals are converted to the electrical domain through optical receivers. The electrical signal is then distributed to drive individual node transmitters. Switching operations can also be performed at the central node since distribution takes place in the electrical domain. In the passive-star configuration, distribution takes place in the optical domain through devices such as directional couplers. Since the input from one node is distributed to many output nodes, the power transmitted to each node depends on the number of users. Similar to the case of bus topology, the number of users supported by passive-star LANs is limited by the distribution losses. For an ideal \( N \times N \) star coupler, the power reaching each node is simply \( P_T/N \) (if we neglect transmission losses) since the transmitted power \( P_T \) is divided equally among \( N \) users. For a passive star composed of directional couplers (see Section 8.2.4), the power is further reduced because of insertion losses and can be written as [1]

\[
P_N = \left(\frac{P_T}{N}\right)(1 - \delta)^{\log_2 N},
\]

where \( \delta \) is the insertion loss of each directional coupler. If we use \( \delta = 0.05 \), \( P_T = 1 \text{ mW} \), and \( P_N = 0.1 \mu\text{W} \) as illustrative values, \( N \) can be as large as 500. This value of \( N \) should be compared with \( N = 60 \) obtained for the case of bus topology by using Eq. (5.1.1). A relatively large value of \( N \) makes star topology attractive for LAN applications. The remainder of this chapter focuses on the design and performance of point-to-point links, which constitute a basic element of all communication systems, including LANs, MANS, and other distribution networks.

### 5.2 Design Guidelines

The design of fiber-optic communication systems requires a clear understanding of the limitations imposed by the loss, dispersion, and nonlinearity of the fiber. Since fiber properties are wavelength dependent, the choice of operating wavelength is a major design issue. In this section we discuss how the bitrate and the transmission distance of a single-channel system are limited by fiber loss and dispersion; Chapter 8 is devoted to multichannel systems. We also consider the power and rise-time budgets and illustrate them through specific examples [5]. The power budget is also called the link budget, and the rise-time budget is sometimes referred to as the bandwidth budget.
5.2.1 Loss-Limited Lightwave Systems

Except for some short-haul fiber links, fiber losses play an important role in the system design. Consider an optical transmitter that is capable of launching an average power $P_{tr}$. If the signal is detected by a receiver that requires a minimum average power $P_{rec}$ at the bit rate $B$, the maximum transmission distance is limited by

$$L = \frac{10}{\alpha_f} \log_{10} \left( \frac{P_{tr}}{P_{rec}} \right),$$  \hspace{1cm} (5.2.1)

where $\alpha_f$ is the net loss (in dB/km) of the fiber cable, including splice and connector losses. The bit-rate dependence of $L$ arises from the linear dependence of $P_{rec}$ on the bit rate $B$. Noting that $P_{rec} = N_p h v B$, where $h v$ is the photon energy and $N_p$ is the average number of photons/bit required by the receiver [see Eq. (4.5.24)], the distance $L$ decreases logarithmically as $B$ increases at a given operating wavelength.

The solid lines in Fig. 5.4 show the dependence of $L$ on $B$ for three common operating wavelengths of 0.85, 1.3, and 1.55 \(\mu\)m by using $\alpha_f = 2.5$, 0.4, and 0.25 dB/km, respectively. The transmitted power is taken to be $P_{tr} = 1$ mW at the three wavelengths, whereas $N_p = 300$ at $\lambda = 0.85$ \(\mu\)m and $N_p = 500$ at 1.3 and 1.55 \(\mu\)m. The smallest value of $L$ occurs for first-generation systems operating at 0.85 \(\mu\)m because of relatively large fiber losses near that wavelength. The repeater spacing of such systems is limited to 10–25 km, depending on the bit rate and the exact value of the loss parameter. In contrast, a repeater spacing of more than 100 km is possible for lightwave systems operating near 1.55 \(\mu\)m.

It is interesting to compare the loss limit of 0.85-\(\mu\)m lightwave systems with that of electrical communication systems based on coaxial cables. The dotted line in Fig.
5.4 shows the bit-rate dependence of $L$ for coaxial cables by assuming that the loss increases as $\sqrt{B}$. The transmission distance is larger for coaxial cables at small bit rates ($B < 5$ Mb/s), but fiber-optic systems take over at bit rates in excess of 5 Mb/s. Since a longer transmission distance translates into a smaller number of repeaters in a long-haul point-to-point link, fiber-optic communication systems offer an economic advantage when the operating bit rate exceeds 10 Mb/s.

The system requirements typically specified in advance are the bit rate $B$ and the transmission distance $L$. The performance criterion is specified through the bit-error rate (BER), a typical requirement being $BER < 10^{-9}$. The first decision of the system designer concerns the choice of the operating wavelength. As a practical matter, the cost of components is lowest near 0.85 $\mu$m and increases as wavelength shifts toward 1.3 and 1.55 $\mu$m. Figure 5.4 can be quite helpful in determining the appropriate operating wavelength. Generally speaking, a fiber-optic link can operate near 0.85 $\mu$m if $B < 200$ Mb/s and $L < 20$ km. This is the case for many LAN applications. On the other hand, the operating wavelength is by necessity in the 1.55-$\mu$m region for long-haul lightwave systems operating at bit rates in excess of 2 Gb/s. The curves shown in Fig. 5.4 provide only a guide to the system design. Many other issues need to be addressed while designing a realistic fiber-optic communication system. Among them are the choice of the operating wavelength, selection of appropriate transmitters, receivers, and fibers, compatibility of various components, issue of cost versus performance, and system reliability and upgradability concerns.

### 5.2.2 Dispersion-Limited Lightwave Systems

In Section 2.4 we discussed how fiber dispersion limits the bit rate–distance product $BL$ because of pulse broadening. When the dispersion-limited transmission distance is shorter than the loss-limited distance of Eq. (5.2.1), the system is said to be dispersion-limited. The dashed lines in Fig. 5.4 show the dispersion-limited transmission distance as a function of the bit rate. Since the physical mechanisms leading to dispersion limitation can be different for different operating wavelengths, let us examine each case separately.

Consider first the case of 0.85-$\mu$m lightwave systems, which often use multimode fibers to minimize the system cost. As discussed in Section 2.1, the most limiting factor for multimode fibers is intermodal dispersion. In the case of step-index multimode fibers, Eq. (2.1.6) provides an approximate upper bound on the $BL$ product. A slightly more restrictive condition $BL = c/(2n_1\Delta)$ is plotted in Fig. 5.4 by using typical values $n_1 = 1.46$ and $\Delta = 0.01$. Even at a low bit rate of 1 Mb/s, such multimode systems are dispersion-limited, and their transmission distance is limited to below 10 km. For this reason, multimode step-index fibers are rarely used in the design of fiber-optic communication systems. Considerable improvement can be realized by using graded-index fibers for which intermodal dispersion limits the $BL$ product to values given by Eq. (2.1.11). The condition $BL = 2c/(n_1\Delta^2)$ is plotted in Fig. 5.4 and shows that 0.85-$\mu$m lightwave systems are loss-limited, rather than dispersion-limited, for bit rates up to 100 Mb/s when graded-index fibers are used. The first generation of terrestrial telecommunication systems took advantage of such an improvement and used graded-
index fibers. The first commercial system became available in 1980 and operated at a bit rate of 45 Mb/s with a repeater spacing of less than 10 km.

The second generation of lightwave systems used primarily single-mode fibers near the minimum-dispersion wavelength occurring at about 1.31 µm. The most limiting factor for such systems is dispersion-induced pulse broadening dominated by a relatively large source spectral width. As discussed in Section 2.4.3, the BL product is then limited by [see Eq. (2.4.26)]

\[ BL \leq \frac{4}{D\sigma_D}, \]

(5.2.2)

where \( \sigma_D \) is the root-mean-square (RMS) width of the source spectrum. The actual value of \( |D| \) depends on how close the operating wavelength is to the zero-dispersion wavelength of the fiber and is typically \( \sim 1 \) ps/(km-nm). Figure 5.4 shows the dispersion limit for 1.3-µm lightwave systems by choosing \( |D|\sigma_D = 2 \) ps/km so that \( BL \leq 125 \) (Gb/s)-km. As seen there, such systems are generally loss-limited for bit rates up to 1 Gb/s but become dispersion-limited at higher bit rates.

Third- and fourth-generation lightwave systems operate near 1.55 µm to take advantage of the smallest fiber losses occurring in this wavelength region. However, fiber dispersion becomes a major problem for such systems since \( D = 16 \) ps/(km-nm) near 1.55 µm for standard silica fibers. Semiconductor lasers operating in a single longitudinal mode provide a solution to this problem. The ultimate limit is then given by [see Eq. (2.4.30)]

\[ B^2L < (16|B_2|)^{-1}, \]

(5.2.3)

where \( B_2 \) is related to \( D \) as in Eq. (2.3.5). Figure 5.4 shows this limit by choosing \( B^2L = 4000 \) (Gb/s)^2-km. As seen there, such 1.55-µm systems become dispersion-limited only for \( B > 5 \) Gb/s. In practice, the frequency chirp imposed on the optical pulse during direct modulation provides a much more severe limitation. The effect of frequency chirp on system performance is discussed in Section 5.4.4. Qualitatively speaking, the frequency chirp manifests through a broadening of the pulse spectrum. If we use Eq. (5.2.2) with \( D = 16 \) ps/(km-nm) and \( \sigma_D = 0.1 \) nm, the BL product is limited to 150 (Gb/s)-km. As a result, the frequency chirp limits the transmission distance to 75 km at \( B = 2 \) Gb/s, even though loss-limited distance exceeds 150 km. The frequency-chirp problem is often solved by using an external modulator for systems operating at bit rates >5 Gb/s.

A solution to the dispersion problem is offered by dispersion-shifted fibers for which dispersion and loss both are minimum near 1.55 µm. Figure 5.4 shows the improvement by using Eq. (5.2.3) with \( |B_2| = 2 \) ps^2/km. Such systems can be operated at 20 Gb/s with a repeater spacing of about 80 km. Further improvement is possible by operating the lightwave system very close to the zero-dispersion wavelength, a task that requires careful matching of the laser wavelength to the zero-dispersion wavelength and is not always feasible because of variations in the dispersive properties of the fiber along the transmission link. In practice, the frequency chirp makes it difficult to achieve even the limit indicated in Fig. 5.4. By 1989, two laboratory experiments had demonstrated transmission over 81 km at 11 Gb/s [19] and over 100 km at 10 Gb/s [20] by using low-chirp semiconductor lasers together with dispersion-shifted fibers. The triangles in Fig. 5.4 show that such systems operate quite close to the fundamental
limits set by fiber dispersion. Transmission over longer distances requires the use of dispersion-management techniques discussed in Chapter 7.

5.2.3 Power Budget

The purpose of the power budget is to ensure that enough power will reach the receiver to maintain reliable performance during the entire system lifetime. The minimum average power required by the receiver is the receiver sensitivity $P_{\text{rec}}$ (see Section 4.4). The average launch power $P_L$ is generally known for any transmitter. The power budget takes an especially simple form in decibel units with optical powers expressed in dBm units (see Appendix A). More specifically,

$$P_L = P_{\text{rec}} + C_L + M_s,$$

(5.2.4)

where $C_L$ is the total channel loss and $M_s$ is the system margin. The purpose of system margin is to allocate a certain amount of power to additional sources of power penalty that may develop during system lifetime because of component degradation or other unforeseen events. A system margin of 4–6 dB is typically allocated during the design process.

The channel loss $C_L$ should take into account all possible sources of power loss, including connector and splice losses. If $\alpha_f$ is the fiber loss in decibels per kilometer, $C_L$ can be written as

$$C_L = \alpha_f L + \alpha_{\text{con}} + \alpha_{\text{splice}},$$

(5.2.5)

where $\alpha_{\text{con}}$ and $\alpha_{\text{splice}}$ account for the connector and splice losses throughout the fiber link. Sometimes splice loss is included within the specified loss of the fiber cable. The connector loss $\alpha_{\text{con}}$ includes connectors at the transmitter and receiver ends but must include other connectors if used within the fiber link.

Equations (5.2.4) and (5.2.5) can be used to estimate the maximum transmission distance for a given choice of the components. As an illustration, consider the design of a fiber link operating at 100 Mb/s and requiring a maximum transmission distance of 8 km. As shown in Fig. 5.4, such a system can be designed to operate near 0.85 $\mu$m provided that a graded-index multimode fiber is used for the optical cable. The operation near 0.85 $\mu$m is desirable from the economic standpoint. Once the operating wavelength is selected, a decision must be made about the appropriate transmitters and receivers. The GaAs transmitter can use a semiconductor laser or an LED as an optical source. Similarly, the receiver can be designed to use either a $p-i-n$ or an avalanche photodiode. Keeping the low cost in mind, let us choose a $p-i-n$ receiver and assume that it requires 2500 photons/bit on average to operate reliably with a BER below $10^{-9}$. Using the relation $P_{\text{rec}} = N_p h\nu B$ with $N_p = 2500$ and $B = 100$ Mb/s, the receiver sensitivity is given by $P_{\text{rec}} = -42$ dBm. The average launch power for LED and laser-based transmitters is typically 50 $\mu$W and 1 mW, respectively.

Table 5.1 shows the power budget for the two transmitters by assuming that the splice loss is included within the cable loss. The transmission distance $L$ is limited to 6 km in the case of LED-based transmitters. If the system specification is 8 km, a more expensive laser-based transmitter must be used. The alternative is to use an avalanche photodiode (APD) receiver. If the receiver sensitivity improves by more than 7 dB
Table 5.1 Power budget of a 0.85-μm lightwave system

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Symbol</th>
<th>Laser</th>
<th>LED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter power</td>
<td>$P_{tl}$</td>
<td>0 dBm</td>
<td>-13 dBm</td>
</tr>
<tr>
<td>Receiver sensitivity</td>
<td>$P_{loc}$</td>
<td>-42 dBm</td>
<td>-42 dBm</td>
</tr>
<tr>
<td>System margin</td>
<td>$M_s$</td>
<td>6 dB</td>
<td>6 dB</td>
</tr>
<tr>
<td>Available channel loss</td>
<td>$C_L$</td>
<td>36 dB</td>
<td>23 dB</td>
</tr>
<tr>
<td>Connector loss</td>
<td>$a_{con}$</td>
<td>2 dB</td>
<td>2 dB</td>
</tr>
<tr>
<td>Fiber cable loss</td>
<td>$\alpha_f$</td>
<td>3.5 dB/km</td>
<td>3.5 dB/km</td>
</tr>
<tr>
<td>Maximum fiber length</td>
<td>$L$</td>
<td>9.7 km</td>
<td>6 km</td>
</tr>
</tbody>
</table>

when an APD is used in place of a p–i–n photodiode, the transmission distance can be increased to 8 km even for an LED-based transmitter. Economic considerations would then dictate the choice between the laser-based transmitters and APD receivers.

5.2.4 Rise-Time Budget

The purpose of the *rise-time budget* is to ensure that the system is able to operate properly at the intended bit rate. Even if the bandwidth of the individual system components exceeds the bit rate, it is still possible that the total system may not be able to operate at that bit rate. The concept of rise time is used to allocate the bandwidth among various components. The rise time $T_r$ of a linear system is defined as the time during which the response increases from 10 to 90% of its final output value when the input is changed abruptly. Figure 5.5 illustrates the concept graphically.

An inverse relationship exists between the bandwidth $\Delta f$ and the rise time $T_r$ associated with a linear system. This relationship can be understood by considering a simple $RC$ circuit as an example of the linear system. When the input voltage across an $RC$ circuit changes instantaneously from 0 to $V_0$, the output voltage changes as

$$V_{out}(t) = V_0[1 - \exp(-t/RC)],$$

(5.2.6)

where $R$ is the resistance and $C$ is the capacitance of the $RC$ circuit. The rise time is found to be given by

$$T_r = (\ln 9)RC \approx 2.2RC.$$

(5.2.7)

Figure 5.5: Rise time $T_r$ associated with a bandwidth-limited linear system.
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The transfer function \( H(f) \) of the RC circuit is obtained by taking the Fourier transform of Eq. (5.2.6) and is of the form

\[
H(f) = (1 + i2\pi f RC)^{-1}.
\]  

(5.2.8)

The bandwidth \( \Delta f \) of the RC circuit corresponds to the frequency at which \( |H(f)|^2 = 1/2 \) and is given by the well-known expression \( \Delta f = (2\pi RC)^{-1} \). By using Eq. (5.2.7), \( \Delta f \) and \( T_r \) are related as

\[
T_r = \frac{2.2}{2\pi \Delta f} = \frac{0.35}{\Delta f}.
\]  

(5.2.9)

The inverse relationship between the rise time and the bandwidth is expected to hold for any linear system. However, the product \( T_r \Delta f \) would generally be different than 0.35. One can use \( T_r \Delta f = 0.35 \) in the design of optical communication systems as a conservative guideline. The communication system must be designed to ensure that \( T_r \) is below this maximum value, i.e.,

\[
T_r \leq \begin{cases} 
0.35/B & \text{for RZ format,} \\
0.70/B & \text{for NRZ format.}
\end{cases}
\]  

(5.2.10)

The three components of fiber-optic communication systems have individual rise times. The total rise time of the whole system is related to the individual component rise times approximately as [21]

\[
T_r^2 = T_{tr}^2 + T_{\text{fiber}}^2 + T_{\text{rec}}^2,
\]  

(5.2.11)

where \( T_{tr} \), \( T_{\text{fiber}} \), and \( T_{\text{rec}} \) are the rise times associated with the transmitter, fiber, and receiver, respectively. The rise times of the transmitter and the receiver are generally known to the system designer. The transmitter rise time \( T_{tr} \) is determined primarily by the electronic components of the driving circuit and the electrical parasitics associated with the optical source. Typically, \( T_{tr} \) is a few nanoseconds for LED-based transmitters but can be shorter than 0.1 ns for laser-based transmitters. The receiver rise time \( T_{\text{rec}} \) is determined primarily by the 3-dB electrical bandwidth of the receiver front end. Equation (5.2.9) can be used to estimate \( T_{\text{rec}} \) if the front-end bandwidth is specified.

The fiber rise time \( T_{\text{fiber}} \) should in general include the contributions of both the intermodal dispersion and group-velocity dispersion (GVD) through the relation

\[
T_{\text{fiber}}^2 = T_{\text{modal}}^2 + T_{\text{GVD}}^2.
\]  

(5.2.12)

For single-mode fibers, \( T_{\text{modal}} = 0 \) and \( T_{\text{fiber}} = T_{\text{GVD}} \). In principle, one can use the concept of fiber bandwidth discussed in Section 2.4.4 and relate \( T_{\text{fiber}} \) to the 3-dB fiber bandwidth \( f_{3\text{dB}} \) through a relation similar to Eq. (5.2.9). In practice it is not easy to calculate \( f_{3\text{dB}} \), especially in the case of modal dispersion. The reason is that a fiber link consists of many concatenated fiber sections (typical length 5 km), which may have
different dispersion characteristics. Furthermore, mode mixing occurring at splices and connectors tends to average out the propagation delay associated with different modes of a multimode fiber. A statistical approach is often necessary to estimate the fiber bandwidth and the corresponding rise time [22]–[25].

In a phenomenological approach, \( T_{\text{modal}} \) can be approximated by the time delay \( \Delta T \) given by Eq. (2.1.5) in the absence of mode mixing, i.e.,

\[
T_{\text{modal}} \approx (n_1 \Delta/c)L, \tag{5.2.13}
\]

where \( n_1 \approx n_2 \) was used. For graded-index fibers, Eq. (2.1.10) is used in place of Eq. (2.1.5), resulting in \( T_{\text{modal}} \approx (n_1 \Delta^2/8c)L \). In both cases, the effect of mode mixing is included by changing the linear dependence on \( L \) by a sublinear dependence \( L^q \), where \( q \) has a value in the range 0.5–1, depending on the extent of mode mixing. A reasonable estimate based on the experimental data is \( q = 0.7 \). The contribution \( T_{\text{GVD}} \) can also be approximated by \( \Delta T \) given by Eq. (2.3.4), so that

\[
T_{\text{GVD}} \approx |D|L\Delta\lambda, \tag{5.2.14}
\]

where \( \Delta\lambda \) is the spectral width of the optical source (taken as a full width at half maximum). The dispersion parameter \( D \) may change along the fiber link if different sections have different dispersion characteristics; an average value should be used in Eq. (5.2.14) in that case.

As an illustration of the rise-time budget, consider a 1.3-\( \mu \)m lightwave system designed to operate at 1 Gb/s over a single-mode fiber with a repeater spacing of 50 km. The rise times for the transmitter and the receiver have been specified as \( T_t = 0.25 \) ns and \( T_{\text{rec}} = 0.35 \) ns. The source spectral width is specified as \( \Delta\lambda = 3 \) nm, whereas the average value of \( D \) is 2 ps/(km-nm) at the operating wavelength. From Eq. (5.2.14), \( T_{\text{GVD}} = 0.3 \) ns for a link length \( L = 50 \) km. Modal dispersion does not occur in single-mode fibers. Hence \( T_{\text{modal}} = 0 \) and \( T_{\text{fiber}} = 0.3 \) ns. The system rise time is estimated by using Eq. (5.2.11) and is found to be \( T_r = 0.524 \) ns. The use of Eq. (5.2.10) indicates that such a system cannot be operated at 1 Gb/s when the RZ format is employed for the optical bit stream. However, it would operate properly if digital format is changed to the NRZ format. If the use of RZ format is a prerequisite, the designer must choose different transmitters and receivers to meet the rise-time budget requirement. The NRZ format is often used as it permits a larger system rise time at the same bit rate.

### 5.3 Long-Haul Systems

With the advent of optical amplifiers, fiber losses can be compensated by inserting amplifiers periodically along a long-haul fiber link (see Fig. 5.1). At the same time, the effects of fiber dispersion (GVD) can be reduced by using dispersion management (see Chapter 7). Since neither the fiber loss nor the GVD is then a limiting factor, one may ask how many in-line amplifiers can be cascaded in series, and what limits the total link length. This topic is covered in Chapter 6 in the context of erbium-doped fiber amplifiers. Here we focus on the factors that limit the performance of amplified fiber links and provide a few design guidelines. The section also outlines the progress
realized in the development of terrestrial and undersea lightwave systems since 1977 when the first field trial was completed.

5.3.1 Performance-Limiting Factors

The most important consideration in designing a periodically amplified fiber link is related to the nonlinear effects occurring inside all optical fibers [26] (see Section 2.6). For single-channel lightwave systems, the dominant nonlinear phenomenon that limits the system performance is self-phase modulation (SPM). When optoelectronic regenerators are used, the SPM effects accumulate only over one repeater spacing (typically <100 km) and are of little concern if the launch power satisfies Eq. (2.6.15) or the condition \( P_{in} \ll 22 \, \text{mW} \) when \( N_A = 1 \). In contrast, the SPM effects accumulate over long lengths (\( \sim 1000 \) km) when in-line amplifiers are used periodically for loss compensation. A rough estimate of the limitation imposed by the SPM is again obtained from Eq. (2.6.15). This equation predicts that the peak power should be below 2.2 mW for 10 cascaded amplifiers when the nonlinear parameter \( \gamma = 2 \, \text{W}^{-1}/\text{km} \). The condition on the average power depends on the modulation format and the shape of optical pulses. It is nonetheless clear that the average power should be reduced to below 1 mW for SPM effects to remain negligible for a lightwave system designed to operate over a distance of more than 1000 km. The limiting value of the average power also depends on the type of fiber in which light is propagating through the effective core area \( A_{eff} \). The SPM effects are most dominant inside dispersion-compensating fibers for which \( A_{eff} \) is typically close to 20 \( \mu \text{m}^2 \).

The forgoing discussion of the SPM-induced limitations is too simplistic to be accurate since it completely ignores the role of fiber dispersion. In fact, as the dispersive and nonlinear effects act on the optical signal simultaneously, their mutual interplay becomes quite important [26]. The effect of SPM on pulses propagating inside an optical fiber can be included by using the nonlinear Schrödinger (NLS) equation of Section 2.6. This equation is of the form [see Eq. (2.6.18)]

\[
\frac{\partial A}{\partial z} + i\beta_2 \frac{\partial^2 A}{\partial t^2} = -\frac{\alpha}{2} A + i\gamma |A|^2 A, \tag{5.3.1}
\]

where fiber losses are included through the \( \alpha \) term. This term can also include periodic amplification of the signal by treating \( \alpha \) as a function of \( z \). The NLS equation is used routinely for designing modern lightwave systems.

Because of the nonlinear nature of Eq. (5.3.1), it should be solved numerically in general. A numerical approach has indeed been adopted (see Appendix E) since the early 1990s for quantifying the impact of SPM on the performance of long-haul lightwave systems [27]–[35]. The use of a large-effective-area fiber (LEAF) helps by reducing the nonlinear parameter \( \gamma \) defined as \( \gamma = 2\pi n_2/(\lambda A_{eff}) \). Appropriate chirping of input pulses can also be beneficial for reducing the SPM effects. This feature has led to the adoption of a new modulation format known as the chirped RZ or CRZ format. Numerical simulations show that, in general, the launch power must be optimized to a value that depends on many design parameters such as the bit rate, total link length, and amplifier spacing. In one study, the optimum launch power was found to be about 1 mW for a 5-Gb/s signal transmitted over 9000 km with 40-km amplifier spacing [31].
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The combined effects of GVD and SPM also depend on the sign of the dispersion parameter $\beta_2$. In the case of anomalous dispersion ($\beta_2 < 0$), the nonlinear phenomenon of modulation instability [26] can affect the system performance drastically [32]. This problem can be overcome by using a combination of fibers with normal and anomalous GVD such that the average dispersion over the entire fiber link is “normal.” However, a new kind of modulation instability, referred to as sideband instability [36], can occur in both the normal and anomalous GVD regions. It has its origin in the periodic variation of the signal power along the fiber link when equally spaced optical amplifiers are used to compensate for fiber losses. Since the quantity $g/A^2$ in Eq. (5.3.1) is then a periodic function of $z$, the resulting nonlinear-index grating can initiate a four-wave-mixing process that generates sidebands in the signal spectrum. It can be avoided by making the amplifier spacing nonuniform.

Another factor that plays a crucial role is the noise added by optical amplifiers. Similar to the case of electronic amplifiers (see Section 4.4), the noise of optical amplifiers is quantified through an amplifier noise figure $F_n$ (see Chapter 6). The nonlinear interaction between the amplified spontaneous emission and the signal can lead to a large spectral broadening through the nonlinear phenomena such as cross-phase modulation and four-wave mixing [37]. Because the noise has a much larger bandwidth than the signal, its impact can be reduced by using optical filters. Numerical simulations indeed show a considerable improvement when optical filters are used after every in-line amplifier [31].

The polarization effects that are totally negligible in the traditional “nonamplified” lightwave systems become of concern for long-haul systems with in-line amplifiers. The polarization-mode dispersion (PMD) issue has been discussed in Section 2.3.5. In addition to PMD, optical amplifiers can also induce polarization-dependent gain and loss [30]. Although the PMD effects must be considered during system design, their impact depends on the design parameters such as the bit rate and the transmission distance. For bit rates as high as 10-Gb/s, the PMD effects can be reduced to an acceptable level with a proper design. However, PMD becomes of major concern for 40-Gb/s systems for which the bit slot is only 25 ps wide. The use of a PMD-compensation technique appears to be necessary at such high bit rates.

The fourth generation of lightwave systems began in 1995 when lightwave systems employing amplifiers first became available commercially. Of course, the laboratory demonstrations began as early as 1989. Many experiments used a recirculating fiber loop to demonstrate system feasibility as it was not practical to use long lengths of fiber in a laboratory setting. Already in 1991, an experiment showed the possibility of data transmission over 21,000 km at 2.5 Gb/s, and over 14,300 km at 5 Gb/s, by using the recirculating-loop configuration [38]. In a system trial carried out in 1995 by using actual submarine cables and repeaters [39], a 5.3-Gb/s signal was transmitted over 11,300 km with 60 km of amplifier spacing. This system trial led to the deployment of a commercial transpacific cable (TPC–5) that began operating in 1996.

The bit rate of fourth-generation systems was extended to 10 Gb/s beginning in 1992. As early as 1995, a 10-Gb/s signal was transmitted over 6480 km with 90-km amplifier spacing [40]. With a further increase in the distance, the SNR decreased below the value needed to maintain the BER below $10^{-9}$. One may think that the performance should improve by operating close to the zero-dispersion wavelength of the
Table 5.2 Terrestrial lightwave systems

<table>
<thead>
<tr>
<th>System</th>
<th>Year</th>
<th>$\lambda$ (µm)</th>
<th>$B$ (Mb/s)</th>
<th>$L$ (km)</th>
<th>Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>FT-3</td>
<td>1980</td>
<td>0.85</td>
<td>45</td>
<td>&lt; 10</td>
<td>672</td>
</tr>
<tr>
<td>FT-3C</td>
<td>1983</td>
<td>0.85</td>
<td>90</td>
<td>&lt; 15</td>
<td>1,344</td>
</tr>
<tr>
<td>FT-3X</td>
<td>1984</td>
<td>1.30</td>
<td>180</td>
<td>&lt; 25</td>
<td>2,688</td>
</tr>
<tr>
<td>FT-G</td>
<td>1985</td>
<td>1.30</td>
<td>417</td>
<td>&lt; 40</td>
<td>6,048</td>
</tr>
<tr>
<td>FT-G-1.7</td>
<td>1987</td>
<td>1.30</td>
<td>1,668</td>
<td>&lt; 46</td>
<td>24,192</td>
</tr>
<tr>
<td>STM-16</td>
<td>1991</td>
<td>1.55</td>
<td>2,488</td>
<td>&lt; 85</td>
<td>32,256</td>
</tr>
<tr>
<td>STM-64</td>
<td>1996</td>
<td>1.55</td>
<td>9,953</td>
<td>&lt; 90</td>
<td>129,024</td>
</tr>
<tr>
<td>STM-256</td>
<td>2002</td>
<td>1.55</td>
<td>39,813</td>
<td>&lt; 90</td>
<td>516,096</td>
</tr>
</tbody>
</table>

fiber. However, an experiment, performed under such conditions, achieved a distance of only 6000 km at 10 Gb/s even with 40-km amplifier spacing [41], and the situation became worse when the RZ modulation format was used. Starting in 1999, the single-channel bit rate was pushed toward 40 Gb/s in several experiments [42]–[44]. The design of 40-Gb/s lightwave systems requires the use of several new ideas including the CRZ format, dispersion management with GVD-slope compensation, and distributed Raman amplification. Even then, the combined effects of the higher-order dispersion, PMD, and SPM degrade the system performance considerably at a bit rate of 40 Gb/s.

5.3.2 Terrestrial Lightwave Systems

An important application of fiber-optic communication links is for enhancing the capacity of telecommunication networks worldwide. Indeed, it is this application that started the field of optical fiber communications in 1977 and has propelled it since then by demanding systems with higher and higher capacities. Here we focus on the status of commercial systems by considering the terrestrial and undersea systems separately.

After a successful Chicago field trial in 1977, terrestrial lightwave systems became available commercially beginning in 1980 [45]–[47]. Table 5.2 lists the operating characteristics of several terrestrial systems developed since then. The first-generation systems operated near 0.85 µm and used multimode graded-index fibers as the transmission medium. As seen in Fig. 5.4, the $BL$ product of such systems is limited to 2 (Gb/s)-km. A commercial lightwave system (FT-3C) operating at 90 Mb/s with a repeater spacing of about 12 km realized a $BL$ product of nearly 1 (Gb/s)-km; it is shown by a filled circle in Fig. 5.4. The operating wavelength moved to 1.3 µm in second-generation lightwave systems to take advantage of low fiber losses and low dispersion near this wavelength. The $BL$ product of 1.3-µm lightwave systems is limited to about 100 (Gb/s)-km when a multimode semiconductor laser is used inside the transmitter. In 1987, a commercial 1.3-µm lightwave system provided data transmission at 1.7 Gb/s with a repeater spacing of about 45 km. A filled circle in Fig. 5.4 shows that this system operates quite close to the dispersion limit.
5.3. **LONG-HAUL SYSTEMS**

The third generation of lightwave systems became available commercially in 1991. They operate near 1.55 \(\mu\)m at bit rates in excess of 2 Gb/s, typically at 2.488 Gb/s, corresponding to the OC-48 level of the synchronized optical network (SONET) [or the STS-16 level of the synchronous digital hierarchy (SDH)] specifications. The switch to the 1.55-\(\mu\)m wavelength helps to increase the loss-limited transmission distance to more than 100 km because of fiber losses of less than 0.25 dB/km in this wavelength region. However, the repeater spacing was limited to below 100 km because of the high GVD of standard telecommunication fibers. In fact, the deployment of third-generation lightwave systems was possible only after the development of distributed feedback (DFB) semiconductor lasers, which reduce the impact of fiber dispersion by reducing the source spectral width to below 100 MHz (see Section 2.4).

The fourth generation of lightwave systems appeared around 1996. Such systems operate in the 1.55-\(\mu\)m region at a bit rate as high as 40 Gb/s by using dispersion-shifted fibers in combination with optical amplifiers. However, more than 50 million kilometers of the standard telecommunication fiber is already installed in the worldwide telephone network. Economic reasons dictate that the fourth generation of lightwave systems make use of this existing base. Two approaches are being used to solve the dispersion problem. First, several dispersion-management schemes (discussed in Chapter 7) make it possible to extend the bit rate to 10 Gb/s while maintaining an amplifier spacing of up to 100 km. Second, several 10-Gb/s signals can be transmitted simultaneously by using the WDM technique discussed in Chapter 8. Moreover, if the WDM technique is combined with dispersion management, the total transmission distance can approach several thousand kilometers provided that fiber losses are compensated periodically by using optical amplifiers. Such WDM lightwave systems were deployed commercially worldwide beginning in 1996 and allowed a system capacity of 1.6 Tb/s by 2000 for the 160-channel commercial WDM systems.

The fifth generation of lightwave systems was just beginning to emerge in 2001. The bit rate of each channel in this generation of WDM systems is 40 Gb/s (corresponding to the STM-256 or OC-768 level). Several new techniques developed in recent years make it possible to transmit a 40-Gb/s optical signal over long distances. New fibers known as reverse-dispersion fibers have been developed with a negative GVD slope. Their use in combination with tunable dispersion-compensating techniques can compensate the GVD for all channels simultaneously. The PMD compensators help to reduce the PMD-induced degradation of the signal. The use of Raman amplification helps to reduce the noise and improves the signal-to-noise ratio (SNR) at the receiver. The use of a forward-error-correction technique helps to increase the transmission distance by reducing the required SNR. The number of WDM channels can be increased by using the L and S bands located on the long- and short-wavelength sides of the conventional C band occupying the 1530–1570-nm spectral region. In one 3-Tb/s experiment, 77 channels, each operating at 42.7-Gb/s, were transmitted over 1200 km by using the C and L bands simultaneously [48]. In another experiment, the system capacity was extended to 10.2 Tb/s by transmitting 256 channels over 100 km at 42.7 Gb/s per channel using only the C and L bands, resulting in a spectral efficiency of 1.28 (b/s)/Hz [49]. The bit rate was 42.7 Gb/s in both of these experiments because of the overhead associated with the forward-error-correction technique. The highest capacity achieved in 2001 was 11 Tb/s and was realized by transmitting 273 channels
5.3.3 Undersea Lightwave Systems

Undersea or submarine transmission systems are used for intercontinental communications and are capable of providing a network spanning the whole earth [51]–[53]. Figure 1.5 shows several undersea systems deployed worldwide. Reliability is of major concern for such systems as repairs are expensive. Generally, undersea systems are designed for a 25-year service life, with at most three failures during operation. Table 5.3 lists the main characteristics of several transatlantic fiber-optic cable systems. The first undersea fiber-optic cable (TAT-8) was a second-generation system. It was installed in 1988 in the Atlantic Ocean for operation at a bit rate of 280 Mb/s with a repeater spacing of up to 70 km. The system design was on the conservative side, mainly to ensure reliability. The same technology was used for the first transpacific lightwave system (TPC-3), which became operational in 1989.

By 1990 the third-generation lightwave systems had been developed. The TAT-9 submarine system used this technology in 1991; it was designed to operate near 1.55 μm at a bit rate of 560 Mb/s with a repeater spacing of about 80 km. The increasing traffic across the Atlantic Ocean led to the deployment of the TAT-10 and TAT-11 lightwave systems by 1993 with the same technology. The advent of optical amplifiers prompted their use in the next generation of undersea systems, and the TAT-12 submarine fiber-optic cable became operational by 1996. This fourth-generation system employed optical amplifiers in place of optoelectronic regenerators and operated at a bit rate of 5.00 Gb/s with an amplifier spacing of about 50 km. The bit rate is slightly larger than the STM-32-level bit rate of 5 Gb/s because of the overhead associated with the forward-error-correction technique. As discussed earlier, the design of such lightwave systems is much more complex than that of previous undersea systems because of the cumulative effects of fiber dispersion and nonlinearity, which must be controlled over long distances. The transmitter power and the dispersion profile along the link must be

<table>
<thead>
<tr>
<th>System</th>
<th>Year</th>
<th>Capacity (Gb/s)</th>
<th>L (km)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAT-8</td>
<td>1988</td>
<td>0.28</td>
<td>70</td>
<td>1.3 μm, multimode lasers</td>
</tr>
<tr>
<td>TAT-9</td>
<td>1991</td>
<td>0.56</td>
<td>80</td>
<td>1.55 μm, DFB lasers</td>
</tr>
<tr>
<td>TAT-10/11</td>
<td>1993</td>
<td>0.56</td>
<td>80</td>
<td>1.55 μm, DFB lasers</td>
</tr>
<tr>
<td>TAT-12/13</td>
<td>1996</td>
<td>5.00</td>
<td>50</td>
<td>1.55 μm, optical amplifiers</td>
</tr>
<tr>
<td>AC-1</td>
<td>1998</td>
<td>80.0</td>
<td>50</td>
<td>1.55 μm, WDM with amplifiers</td>
</tr>
<tr>
<td>TAT-14</td>
<td>2001</td>
<td>1280</td>
<td>50</td>
<td>1.55 μm, dense WDM</td>
</tr>
<tr>
<td>AC-2</td>
<td>2001</td>
<td>1280</td>
<td>50</td>
<td>1.55 μm, dense WDM</td>
</tr>
<tr>
<td>360Atlantic-1</td>
<td>2001</td>
<td>1920</td>
<td>50</td>
<td>1.55 μm, dense WDM</td>
</tr>
<tr>
<td>Tycom</td>
<td>2001</td>
<td>2560</td>
<td>50</td>
<td>1.55 μm, dense WDM</td>
</tr>
<tr>
<td>FLAG Atlantic-1</td>
<td>2001</td>
<td>4800</td>
<td>50</td>
<td>1.55 μm, dense WDM</td>
</tr>
</tbody>
</table>

over 117 km at 40 Gb/s per channel while using all three bands simultaneously [50].
optimized to combat such effects. Even then, amplifier spacing is typically limited to 50 km, and the use of an error-correction scheme is essential to ensure a bit-error rate of $< 2 \times 10^{-11}$.

A second category of undersea lightwave systems requires repeaterless transmission over several hundred kilometers [52]. Such systems are used for interisland communication or for looping a shoreline such that the signal is regenerated on the shore periodically after a few hundred kilometers of undersea transmission. The dispersive and nonlinear effects are of less concern for such systems than for transoceanic lightwave systems, but fiber losses become a major issue. The reason is easily appreciated by noting that the cable loss exceeds 100 dB over a distance of 500 km even under the best operating conditions. In the 1990s several laboratory experiments demonstrated repeaterless transmission at 2.5 Gb/s over more than 500 km by using two in-line amplifiers that were pumped remotely from the transmitter and receiver ends with high-power pump lasers. Another amplifier at the transmitter boosted the launched power to close to 100 mW.

Such high input powers exceed the threshold level for stimulated Brillouin scattering (SBS), a nonlinear phenomenon discussed in Section 2.6. The suppression of SBS is often realized by modulating the phase of the optical carrier such that the carrier linewidth is broadened to 200 MHz or more from its initial value of $<10$ MHz [54]. Directly modulated DFB lasers can also be used for this purpose. In a 1996 experiment, a 2.5-Gb/s signal was transmitted over 465 km by direct modulation of a DFB laser [55]. Chirping of the modulated signal broadened the spectrum enough that an external phase modulator was not required provided that the launched power was kept below 100 mW. The bit rate of repeaterless undersea systems can be increased to 10 Gb/s by employing the same techniques used at 2.5 Gb/s. In a 1996 experiment [56], the 10-Gb/s signal was transmitted over 442 km by using two remotely pumped in-line amplifiers. Two external modulators were used, one for SBS suppression and another for signal generation. In a 1998 experiment, a 40-Gb/s signal was transmitted over 240 km using the RZ format and an alternating polarization format [57]. These results indicate that undersea lightwave systems looping a shoreline can operate at 10 Gb/s or more with only shore-based electronics [58].

The use of the WDM technique in combination with optical amplifiers, dispersion management, and error correction has revolutionized the design of submarine fiber-optic systems. In 1998, a submarine cable known as Atlantic-Crossing 1 (AC-1) with a capacity of 80 Gb/s was deployed using the WDM technology. An identically designed system (Pacific-Crossing 1 or PC-1) crossed the Pacific Ocean. The use of dense WDM, in combination with multiple fiber pairs per cable, resulted in systems with much larger capacities. By 2001, several systems with a capacity of $>1$ Tb/s became operational across the Atlantic Ocean (see Table 5.3). These systems employ a ring configuration and cross the Atlantic Ocean twice to ensure fault tolerance. The “360Atlantic” submarine system can operate at speeds up to 1.92 Tb/s and spans a total distance of 11,700 km. Another system, known as FLAG Atlantic-1, is capable of carrying traffic at speeds up to 4.8 Tb/s as it employs six fiber pairs. A global network, spanning 250,000 km and capable of operating at 3.2 Tb/s using 80 channels (at 10 Gb/s) over 4 fibers, was under development in 2001 [53]. Such a submarine network can transmit nearly 40 million voice channels simultaneously, a capacity that should be
contrasted with the TAT–8 capacity of 8000 channels in 1988, which in turn should be compared to the 48-channel capacity of TAT–1 in 1959.

5.4 Sources of Power Penalty

The sensitivity of the optical receiver in a realistic lightwave system is affected by several physical phenomena which, in combination with fiber dispersion, degrade the SNR at the decision circuit. Among the phenomena that degrade the receiver sensitivity are modal noise, dispersion broadening and intersymbol interference, mode-partition noise, frequency chirp, and reflection feedback. In this section we discuss how the system performance is affected by fiber dispersion by considering the extent of power penalty resulting from these phenomena.

5.4.1 Modal Noise

Modal noise is associated with multimode fibers and was studied extensively during the 1980s [59]–[72]. Its origin can be understood as follows. Interference among various propagating modes in a multimode fiber creates a speckle pattern at the photodetector. The nonuniform intensity distribution associated with the speckle pattern is harmless in itself, as the receiver performance is governed by the total power integrated over the detector area. However, if the speckle pattern fluctuates with time, it will lead to fluctuations in the received power that would degrade the SNR. Such fluctuations are referred to as modal noise. They invariably occur in multimode fiber links because of mechanical disturbances such as vibrations and microbends. In addition, splices and connectors act as spatial filters. Any temporal changes in spatial filtering translate into speckle fluctuations and enhancement of the modal noise. Modal noise is strongly affected by the source spectral bandwidth $\Delta
nu$ since mode interference occurs only if the coherence time ($\tau_c \approx 1/\Delta
nu$) is longer than the intermodal delay time $\Delta
T$ given by Eq. (2.1.5). For LED-based transmitters $\Delta
v$ is large enough ($\Delta
v \sim 5$ THz) that this condition is not satisfied. Most lightwave systems that use multimode fibers also use LEDs to avoid the modal-noise problem.

Modal noise becomes a serious problem when semiconductor lasers are used in combination with multimode fibers. Attempts have been made to estimate the extent of sensitivity degradation induced by modal noise [61]–[63] by calculating the BER after adding modal noise to the other sources of receiver noise. Figure 5.6 shows the power penalty at a BER of $10^{-12}$ calculated for a 1.3-$\mu$m lightwave system operating at 140 Mb/s. The graded-index fiber has a 50-$\mu$m core diameter and supports 146 modes. The power penalty depends on the mode-selective coupling loss occurring at splices and connectors. It also depends on the longitudinal-mode spectrum of the semiconductor laser. As expected, power penalty decreases as the number of longitudinal modes increases because of a reduction in the coherence time of the emitted light.

Modal noise can also occur in single-mode systems if short sections of fiber are installed between two connectors or splices during repair or normal maintenance [63]–[66]. A higher-order mode can be excited at the fiber discontinuity occurring at the first splice and then converted back to the fundamental mode at the second connector.
or splice. Since a higher-order mode cannot propagate far from its excitation point, this problem can be avoided by ensuring that the spacing between two connectors or splices exceeds 2 m. Generally speaking, modal noise is not a problem for properly designed and maintained single-mode fiber-optic communication systems.

With the development of the vertical-cavity surface-emitting laser (VCSEL), the modal-noise issue has resurfaced in recent years [67]-[71]. The use of such lasers in short-haul optical data links, making use of multimode fibers (even those made of plastic), is of considerable interest because of the high bandwidth associated with VCSELs. Indeed, rates of several gigabits per second have been demonstrated in laboratory experiments with plastic-cladded multimode fibers [73]. However, VCSELs have a long coherence length as they oscillate in a single longitudinal mode. In a 1994 experiment the BER measurements showed an error floor at a level of $10^{-7}$ even when the mode-selective loss was only 1 dB [68]. This problem can be avoided to some extent by using larger-diameter VCSELs which oscillate in several transverse modes and thus have a shorter coherence length. Computer models are generally used to estimate the power penalty for optical data links under realistic operating conditions [70]. Analytic tools such as the saddle-point method can also provide a reasonable estimate of the BER [71].

Figure 5.6: Modal-noise power penalty versus mode-selective loss. The parameter $M$ is defined as the total number of longitudinal modes whose power exceeds 10% of the peak power. (After Ref. [61]; ©1986 IEEE; reprinted with permission.)
5.4.2 Dispersive Pulse Broadening

The use of single-mode fibers for lightwave systems nearly avoids the problem of intermodal dispersion and the associated modal noise. The group-velocity dispersion still limits the bit rate–distance product BL by broadening optical pulses beyond their allocated bit slot; Eq. (5.2.2) provides the limiting BL product and shows how it depends on the source spectral width $\sigma_2$. Dispersion-induced pulse broadening can also decrease the receiver sensitivity. In this subsection we discuss the power penalty associated with such a decrease in receiver sensitivity.

Dispersion-induced pulse broadening affects the receiver performance in two ways. First, a part of the pulse energy spreads beyond the allocated bit slot and leads to intersymbol interference (ISI). In practice, the system is designed to minimize the effect of ISI (see Section 4.3.2). Second, the pulse energy within the bit slot is reduced when the optical pulse broadens. Such a decrease in the pulse energy reduces the SNR at the decision circuit. Since the SNR should remain constant to maintain the system performance, the receiver requires more average power. This is the origin of dispersion-induced power penalty $\delta_d$. An exact calculation of $\delta_d$ is difficult, as it depends on many details, such as the extent of pulse shaping at the receiver. A rough estimate is obtained by following the analysis of Section 2.4.2, where broadening of Gaussian pulses is discussed. Equation (2.4.16) shows that the optical pulse remains Gaussian, but its peak power is reduced by a pulse-broadening factor given by Eq. (2.4.17). If we define the power penalty $\delta_d$ as the increase (in dB) in the received power that would compensate the peak-power reduction, $\delta_d$ is given by

$$\delta_d = 10 \log_{10} f_b, \quad (5.4.1)$$

where $f_b$ is the pulse broadening factor. When pulse broadening is due mainly to a wide source spectrum at the transmitter, the broadening factor $f_b$ is given by Eq. (2.4.24), i.e.,

$$f_b = \sigma / \sigma_0 = [1 + (DL\sigma_2 / \sigma_0)^2]^{1/2}, \quad (5.4.2)$$

where $\sigma_0$ is the RMS width of the optical pulse at the fiber input and $\sigma_2$ is the RMS width of the source spectrum assumed to be Gaussian.

Equations (5.4.1) and (5.4.2) can be used to estimate the dispersion penalty for lightwave systems that use single-mode fiber together with a multimode laser or an LED. The ISI is minimized when the bit rate $B$ is such that $4B\sigma \leq 1$, as little pulse energy spreads beyond the bit slot ($T_B = 1/B$). By using $\sigma = (4B)^{-1}$, Eq. (5.4.2) can be written as

$$f_b^2 = 1 + (4BLD\sigma_2 f_b)^2. \quad (5.4.3)$$

By solving this equation for $f_b$ and substituting it in Eq. (5.4.1), the power penalty is given by

$$\delta_d = -5 \log_{10} [1 - (4BLD\sigma_2)^2]. \quad (5.4.4)$$

Figure 5.7 shows the power penalty as a function of the dimensionless parameter combination $BLD\sigma_2$. Although the power penalty is negligible ($\delta_d = 0.38$ dB) for $BLD\sigma_2 = 0.1$, it increases to 2.2 dB when $BLD\sigma_2 = 0.2$ and becomes infinite when $BLD\sigma_2 = 0.25$. The BL product, shown in Fig. 5.4, is truly limiting, since receiver
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sensitivity degrades severely when a system is designed to approach it. Most lightwave systems are designed such that $BLD\sigma_s < 0.2$, so that the dispersion penalty is below 2 dB. It should be stressed that Eq. (5.4.4) provides a rough estimate only as its derivation is based on several simplifying assumptions, such as a Gaussian pulse shape and a Gaussian source spectrum. These assumptions are not always satisfied in practice. Moreover, it is based on the condition $4B\sigma = 1$, so that the pulse remains nearly confined within the bit slot. It is possible to design a system such that the pulse spreads outside the bit slot but ISI is reduced through pulse shaping at the receiver.

5.4.3 Mode-Partition Noise

As discussed in Section 3.5.4, multimode semiconductor lasers exhibit *mode-partition noise* (MPN), a phenomenon occurring because of an anticorrelation among pairs of longitudinal modes. In particular, various longitudinal modes fluctuate in such a way that individual modes exhibit large intensity fluctuations even though the total intensity remains relatively constant. MPN would be harmless in the absence of fiber dispersion, as all modes would remain synchronized during transmission and detection. In practice, different modes become unsynchronized, since they travel at slightly different speeds inside the fiber because of group-velocity dispersion. As a result of such desynchronization, the receiver current exhibits additional fluctuations, and the SNR at the decision circuit becomes worse than that expected in the absence of MPN. A power penalty must be paid to improve the SNR to the same value that is necessary to achieve the required BER (see Section 4.5). The effect of MPN on system performance has been studied extensively for both multimode semiconductor lasers [74]–[83] and nearly single-mode lasers [84]–[98].
In the case of multimode semiconductor lasers, the power penalty can be calculated by following an approach similar to that of Section 4.6.2 and is given by [74]

\[
\delta_{\text{mpn}} = -5 \log_{10}(1 - Q^2 r_{\text{mpn}}^2),
\]

(5.4.5)

where \(r_{\text{mpn}}\) is the relative noise level of the received power in the presence of MPN. A simple model for estimating the parameter \(r_{\text{mpn}}\) assumes that laser modes fluctuate in such a way that the total power remains constant under CW operation [75]. It also assumes that the average mode power is distributed according to a Gaussian distribution of RMS width \(\sigma_r\) and that the pulse shape at the decision circuit of the receiver is described by a cosine function [74]. Different laser modes are assumed to have the same cross-correlation coefficient \(\gamma_{cc}\), i.e.,

\[
\gamma_{cc} = \frac{\langle P_i P_j \rangle}{\langle P_i \rangle \langle P_j \rangle}
\]

(5.4.6)

for all \(i\) and \(j\) such that \(i \neq j\). The angular brackets denote an average over power fluctuations associated with mode partitioning. A straightforward calculation shows that \(r_{\text{mpn}}\) is given by [78]

\[
r_{\text{mpn}} = \left( k/\sqrt{2} \right) \{1 - \exp[-(\pi B LD \sigma_r)^2]\},
\]

(5.4.7)

where the mode-partition coefficient \(k\) is related to \(\gamma_{cc}\) as \(k = \sqrt{1 - \gamma_{cc}}\). The model assumes that mode partition can be quantified in terms of a single parameter \(k\) with values in the range 0–1. The numerical value of \(k\) is difficult to estimate and is likely to vary from laser to laser. Experimental measurements suggest that the values of \(k\) are in the range 0.6–0.8 and vary for different mode pairs [75], [80].

Equations (5.4.5) and (5.4.7) can be used to calculate the MPN-induced power penalty. Figure 5.8 shows the power penalty at a BER of \(10^{-9}\) (\(Q = 6\)) as a function of the normalized dispersion parameter \(B LD \sigma_r\) for several values of the mode-partition coefficient \(k\). For a given value of \(k\), the variation of power penalty is similar to that shown in Fig. 5.7; \(\delta_{\text{mpn}}\) increases rapidly with an increase in \(B LD \sigma_r\), and becomes infinite when \(B LD \sigma_r\) reaches a critical value. For \(k > 0.5\), the MPN-induced power penalty is larger than the penalty occurring due to dispersion-induced pulse broadening (see Fig. 5.7). However, it can be reduced to a negligible level (\(\delta_{\text{mpn}} < 0.5\) dB) by designing the optical communication system such that \(B LD \sigma_r < 0.1\). As an example, consider a 1.3-\(\mu\)m lightwave system. If we assume that the operating wavelength is matched to the zero-dispersion wavelength to within 10 nm, \(D \approx 1\) ps/(km-nm). A typical value of \(\sigma_r\) for multimode semiconductor lasers is 2 nm. The MPN-induced power penalty would be negligible if the BL product were below 50 (Gb/s-nm). At \(B = 2 \text{ Gb/s}\) the transmission distance is then limited to 25 km. The situation becomes worse for 1.55-\(\mu\)m lightwave systems for which \(D \approx 16\) ps/(km-nm) unless dispersion-shifted fibers are used. In general, the MPN-induced power penalty is quite sensitive to the spectral bandwidth of the multimode laser and can be reduced by reducing the bandwidth. In one study [83], a reduction in the carrier lifetime from 340 to 130 ps, realized by \(p\)-doping of the active layer, reduced the bandwidth of 1.3-\(\mu\)m semiconductor lasers by only 40% (from 5.6 to 3.4 nm), but the power penalty decreased from an infinite value (BER floor above \(10^{-9}\) level) to a mere 0.5 dB.
One may think that MPN can be avoided completely by using DFB lasers designed to oscillate in a single longitudinal mode. Unfortunately, this is not necessarily the case [88]–[91]. The reason is that the main mode of any DFB laser is accompanied by several side modes of much smaller amplitudes. The single-mode nature of DFB lasers is quantified through the mode-suppression ratio (MSR), defined as the ratio of the main-mode power $P_m$ to the power $P_s$ of the most dominant side mode. Clearly, the effect of MPN on system performance would depend on the MSR. Attempts have therefore been made to estimate the dependence of the MPN-induced power penalty on the MSR [84]–[98].

A major difference between the multimode and nearly single-mode semiconductor lasers is related to the statistics associated with mode-partition fluctuations. In a multimode laser, both main and side modes are above threshold and their fluctuations are well described by a Gaussian probability density function. By contrast, side modes in a DFB semiconductor laser are typically below threshold, and the optical power associated with them follows an exponential distribution given by [84]

$$p(P_s) = \frac{1}{\bar{P}_s} \exp\left[-\frac{P_s}{\bar{P}_s}\right],$$

where $\bar{P}_s$ is the average value of the random variable $P_s$.

The effect of side-mode fluctuations on system performance can be appreciated by considering an ideal receiver. Let us assume that the relative delay $\Delta T = DL\Delta \lambda$ between the main and side modes is large enough that the side mode appears outside the bit slot (i.e., $\Delta T > 1/B$ or $BLD\Delta \lambda > 1$, where $\Delta \lambda$ is the mode spacing). The decision circuit of the receiver would make an error for 0 bits if the side-mode power $P_s$ were to exceed the decision threshold set at $\bar{P}_m/2$, where $\bar{P}_m$ is the average main-mode

Figure 5.8: MPN-induced Power penalty versus $BLD\sigma_2$ for a multimode semiconductor laser of RMS spectral width $\sigma_2$. Different curves correspond to different values of the mode-partition coefficient $k$.  
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power. Furthermore, the two modes are anticorrelated in such a way that the main-mode power drops below \( P_m/2 \) whenever side-mode power exceeds \( P_m/2 \), so that the total power remains nearly constant [85]. Thus, an error would occur even for "1" bits whenever \( P_s > P_m/2 \). Since the two terms in Eq. (4.5.2) make equal contributions, the BER is given by [84]

\[
\text{BER} = \int_{P_m/2}^{\infty} p(P_s) dP_s = \exp \left( -\frac{P_m}{2P_s} \right) = \exp \left( -\frac{R_{ms}}{2} \right). \tag{5.4.9}
\]

The BER depends on the MSR defined as \( R_{ms} = P_m/P_s \) and exceeds \( 10^{-9} \) when MSR < 42.

To calculate the MPN-induced power penalty in the presence of receiver noise, one should follow the analysis in Section 4.5.1 and add an additional noise term that accounts for side-mode fluctuations. For a \( p-i-n \) receiver the BER is found to be [85]

\[
\text{BER} = \frac{1}{2} \text{erfc} \left( \frac{Q}{\sqrt{2}} \right) + \exp \left( \frac{R_{ns}}{2} + \frac{R_{ns}^2}{4Q^2} \right) \left[ 1 - \frac{1}{2} \text{erfc} \left( \frac{Q}{\sqrt{2}} - \frac{R_{ns}}{Q\sqrt{2}} \right) \right], \tag{5.4.10}
\]

where the parameter \( Q \) is defined by Eq. (4.5.10). In the limit of an infinite MSR, Eq. (5.4.10) reduces to Eq. (4.5.9). For a noise-free receiver (\( Q = \infty \)), Eq. (5.4.10) reduces to Eq. (5.4.9). Figure 5.9 shows the BER versus the power penalty at a BER of \( 10^{-9} \) as a function of MSR. As expected, the power penalty becomes infinite for MSR values below 42, since the \( 10^{-9} \) BER cannot be realized irrespective of the power received. The penalty can be reduced to a negligible level (\(<0.1\) dB) for MSR values in excess of 100 (20 dB).

The experimental measurements of the BER in several transmission experiments show that a BER floor above the \( 10^{-9} \) level can occur even for DFB lasers which exhibit a MSR in excess of 30 dB under continuous-wave (CW) operation [88]–[91]. The reason behind the failure of apparently good lasers is related to the possibility of side-mode excitation under transient conditions occurring when the laser is repeatedly turned on and off to generate the bit stream. When the laser is biased below threshold and modulated at a high bit rate (\( B \geq 1 \) Gb/s), the probability of side-mode excitation above \( P_m/2 \) is much higher than that predicted by Eq. (5.4.8). Considerable attention has been paid to calculate, both analytically and numerically, the probability of the transient excitation of side modes and its dependence on various device parameters [87]–[98]. An important device parameter is found to be the gain margin between the main and side modes. The gain margin should exceed a critical value which depends on the bit rate. The critical value is about 5–6 cm\(^{-1}\) at 500 Mb/s [88] but can exceed 15 cm\(^{-1}\) at high bit rates, depending on the bias and modulation currents [93]. The bias current plays a critical role. Numerical simulations show that the best performance is achieved when the DFB laser is biased close to but slightly below threshold to avoid the bit-pattern effects [98]. Moreover, the effects of MPN are independent of the bit rate as long as the gain margin exceeds a certain value. The required value of gain margin exceeds 25 cm\(^{-1}\) for the 5-GHz modulation frequency. Phase-shifted DFB lasers have a large built-in gain margin and have been developed for this purpose.
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5.4.4 Frequency Chirping

Frequency chirping is an important phenomenon that is known to limit the performance of 1.55-μm lightwave systems even when a DFB laser with a large MSR is used to generate the digital bit stream [99]–[112]. As discussed in Section 3.5.3, intensity modulation in semiconductor lasers is invariably accompanied by phase modulation because of the carrier-induced change in the refractive index governed by the linewidth enhancement factor. Optical pulses with a time-dependent phase shift are called chirped. As a result of the frequency chirp imposed on an optical pulse, its spectrum is considerably broadened. Such spectral broadening affects the pulse shape at the fiber output because of fiber dispersion and degrades system performance.

An exact calculation of the chirp-induced power penalty $\delta_c$ is difficult because frequency chirp depends on both the shape and the width of the optical pulse [101]–[104]. For nearly rectangular pulses, experimental measurements of time-resolved pulse spectra show that frequency chirp occurs mainly near the leading and trailing edges such that the leading edge shifts toward the blue while the trailing edge shifts toward the red. Because of the spectral shift, the power contained in the chirped portion of the pulse moves out of the bit slot when the pulse propagates inside the optical fiber. Such

![Figure 5.9: Effect of MPN on bit-error rate of DFB lasers for several values of MSR. Intersection of the dashed line with the solid curves provides MPN-induced power penalty. (After Ref. [85]; ©1985 IEEE; reprinted with permission.)](image-url)
Figure 5.10: Chirp-induced power penalty as a function of $BLD\Delta\lambda_c$ for several values of the parameter $B_t$, where $\Delta\lambda_c$ is the wavelength shift occurring because of frequency chirp and $t_c$ is the duration of such a wavelength shift.

A power loss decreases the SNR at the receiver and results in power penalty. In a simple model the chirp-induced power penalty is given by [100]

$$\delta_c = -10 \log_{10}(1 - 4BLD\Delta\lambda_c), \quad (5.4.11)$$

where $\Delta\lambda_c$ is the spectral shift associated with frequency chirping. This equation applies as long as $LD\Delta\lambda_c < t_c$, where $t_c$ is the chirp duration. Typically, $t_c$ is 100–200 ps, depending on the relaxation-oscillation frequency, since chirping lasts for about one-half of the relaxation-oscillation period. By the time $LD\Delta\lambda_c$ equals $t_c$, the power penalty stops increasing because all the chirped power has left the bit interval. For $LD\Delta\lambda_c > t_c$, the product $LD\Delta\lambda_c$ in Eq. (5.4.11) should be replaced by $t_c$.

The model above is overly simplistic, as it does not take into account pulse shaping at the receiver. A more accurate calculation based on raised-cosine filtering (see Section 4.3.2) leads to the following expression [107]:

$$\delta_c = -20 \log_{10}\{1 - (4\pi^2/3 - 8)B^2LD\Delta\lambda_c t_c[1 + (2B/3)(LD\Delta\lambda_c - t_c)]\}. \quad (5.4.12)$$

The receiver is assumed to contain a $p-i-n$ photodiode. The penalty is larger for an APD, depending on the excess-noise factor of the APD. Figure 5.10 shows the power penalty $\delta_c$ as a function of the parameter combination $BLD\Delta\lambda_c$ for several values of the parameter $B_t$, which is a measure of the fraction of the bit period over which chirping occurs. As expected, $\delta_c$ increases with both the chirp $\Delta\lambda_c$ and the chirp duration $t_c$. The power penalty can be kept below 1 dB if the system is designed such that $BLD\Delta\lambda_c < 0.1$ and $B_t < 0.2$. A shortcoming of this model is that $\Delta\lambda_c$ and $t_c$ appear as free
parameters and must be determined for each laser through experimental measurements of the frequency chirp. In practice, $\Delta \lambda_c$ itself depends on the bit rate $B$ and increases with it.

For lightwave systems operating at high bit rates ($B > 2$ Gb/s), the bit duration is generally shorter than the total duration $2\tau_c$ over which chirping is assumed to occur in the foregoing model. The frequency chirp in that case increases almost linearly over the entire pulse width (or bit slot). A similar situation occurs even at low bit rates if the optical pulses do not contain sharp leading and trailing edges but have long rise and fall times (Gaussian-like shape rather than a rectangular shape). If we assume a Gaussian pulse shape and a linear chirp, the analysis of Section 2.4.2 can be used to estimate the chirp-induced power penalty. Equation (2.4.16) shows that the chirped Gaussian pulse remains Gaussian but its peak power decreases because of dispersion-induced pulse broadening. Defining the power penalty as the increase (in dB) in the received power that would compensate the peak-power reduction, $\delta_c$ is given by

$$\delta_c = 10 \log_{10} f_b,$$  \hspace{1cm} (5.4.13)

where $f_b$ is the broadening factor given by Eq. (2.4.22) with $\beta_2 = 0$. The RMS width $\sigma_0$ of the input pulse should be such that $4\sigma_0 \leq 1/B$. Choosing the worst-case condition $\sigma_0 = 1/4B$, the power penalty is given by

$$\delta_c = 5 \log_{10} \left[ (1 + 8C\beta_2 B^2 L)^2 + (8\beta_2 B^2 L)^2 \right].$$  \hspace{1cm} (5.4.14)

Figure 5.11 shows the chirp-induced power penalty as a function of $|\beta_2|B^2L$ for several values of the chirp parameter $C$. The parameter $\beta_2$ is taken to be negative,
as is the case for 1.55-μm lightwave systems. The $C = 0$ curve corresponds to the case of a chirp-free pulse. The power penalty is negligible (<0.1 dB) in this ideal case as long as $|\beta_2|B^2L < 0.05$. However, the penalty can exceed 5 dB if the pulses transmitted are chirped such that $C = -6$. To keep the penalty below 0.1 dB, the system should be designed with $|\beta_2|B^2L < 0.002$. For $|\beta_2| = 20 \text{ ps}^2/\text{km}$, $B^2L$ is limited to 100 (Gb/s)$^2$-km. Interestingly, system performance is improved for positive values of $C$ since the optical pulse then goes through an initial compression phase (see Section 2.4). Unfortunately, $C$ is negative for semiconductor lasers; it can be approximated by $-\beta_c$, where $\beta_c$ is the linewidth enhancement factor with positive values of 2–6.

It is important to stress that the analytic results shown in Figs. 5.10 and 5.11 provide only a rough estimate of the power penalty. In practice, the chirp-induced power penalty depends on many system parameters. For instance, several system experiments have shown that the effect of chirp can be reduced by biasing the semiconductor laser above threshold [103]. However, above-threshold biasing increases that extinction ratio $r_{ex}$, defined in Eq. (4.6.1) as $r_{ex} = P_0/P_1$, where $P_0$ and $P_1$ are the powers received for bit 0 and bit 1, respectively. As discussed in Section 4.6.1, an increase in $r_{ex}$ decreases the receiver sensitivity and leads to its own power penalty. Clearly, $r_{ex}$ cannot be increased indefinitely in an attempt to reduce the chirp penalty. The total system performance can be optimized by designing the system so that it operates with an optimum value of $r_{ex}$ that takes into account the trade-off between the chirp and the extinction ratio. Numerical simulations are often used to understand such trade-offs in actual lightwave systems [110]–[113]. Figure 5.12 shows the power penalty as a function of the extinction ratio $r_{ex}$ by simulating numerically the performance of a 1.55-μm lightwave system transmitting at 4 Gb/s over a 100-km-long fiber. The total penalty can be reduced.

Figure 5.12: Power penalty as a function of the extinction ratio. (After Ref. [105]; ©1987 IEEE; reprinted with permission.)
5.4 SOURCES OF POWER PENALTY

below 2 dB by operating the system with an extinction ratio of about 0.1. The optimum values of \( r_{ex} \) and the total penalty are sensitive to many other laser parameters such as the active-region width. A semiconductor laser with a wider active region is found to have a larger chirp penalty [105]. The physical phenomenon behind this width dependence appears to be the nonlinear gain [see Eq. (3.3.40)] and the associated damping of relaxation oscillations. In general, rapid damping of relaxation oscillations decreases the effect of frequency chirp and improves system performance [113].

The origin of chirp in semiconductor lasers is related to carrier-induced index changes governed by the linewidth enhancement factor \( \beta_c \). The frequency chirp would be absent for a laser with \( \beta_c = 0 \). Unfortunately, \( \beta_c \) cannot be made zero for semiconductor lasers, although it can be reduced by adopting a multi-quantum-well (MQW) design [114]–[118]. The use of a MQW active region reduces \( \beta_c \) by about a factor of 2. In one 1.55-\( \mu \)m experiment [120], the 10-Gb/s signal could be transmitted over 60–70 km, despite the high dispersion of standard telecommunication fiber, by biasing the laser above threshold. The MQW DFB laser used in the experiment had \( \beta_c \approx 3 \). A further reduction in \( \beta_c \) occurs for strained quantum wells [118]. Indeed, \( \beta_c \approx 1 \) has been measured in modulation-doped strained MQW lasers [119]. Such lasers exhibit low chirp under direct modulation at bit rates as high as 10 Gb/s.

An alternative scheme eliminates the laser-chirp problem completely by operating the laser continuously and using an external modulator to generate the bit stream. This approach has become practical with the development of optical transmitters in which a modulator is integrated monolithically with a DFB laser (see Section 3.6.4). The chirp parameter \( C \) is close to zero in such transmitters. As shown by the \( C = 0 \) curve in Fig. 5.11, the dispersion penalty is below 2 dB in that case even when \( |\beta_2|B^2L \) is close to 0.2. Moreover, an external modulator can be used to modulate the phase of the optical carrier in such a way that \( \beta_2 C < 0 \) in Eq. (5.4.14). As seen in Fig. 5.11, the chirp-induced power penalty becomes negative over a certain range of \( |\beta_2|B^2L \), implying that such frequency chirping is beneficial to combat the effects of dispersion. In a 1996 experiment [121], the 10-Gb/s signal was transmitted penalty free over 100 km of standard telecommunication fiber by using a modulator-integrated transmitter such that \( C \) was effectively positive. By using \( \beta_2 \approx -20 \) ps\(^2\)/km, it is easy to verify that \( |\beta_2|B^2L = 0.2 \) for this experiment, a value that would have produced a power penalty of more than 8 dB if the DFB laser were modulated directly.

5.4.5 Reflection Feedback and Noise

In most fiber-optic communication systems, some light is invariably reflected back because of refractive-index discontinuities occurring at splices, connectors, and fiber ends. The effects of such unintentional feedback have been studied extensively [122]–[140] because they can degrade the performance of lightwave systems considerably. Even a relatively small amount of optical feedback affects the operation of semiconductor lasers [126] and can lead to excess noise in the transmitter output. Even when an isolator is used between the transmitter and the fiber, multiple reflections between splices and connectors can generate additional intensity noise and degrade receiver performance [128]. This subsection is devoted to the effect of reflection-induced noise on receiver sensitivity.
Most reflections in a fiber link originate at glass–air interfaces whose reflectivity can be estimated by using \[ R_f = \frac{(n_f - 1)^2}{(n_f + 1)^2} \], where \( n_f \) is the refractive index of the fiber material. For silica fibers \( R_f = 3.6\% \) \((-14.4 \text{ dB})\) if we use \( n_f = 1.47 \). This value increases to 5.3% for polished fiber ends since polishing can create a thin surface layer with a refractive index of about 1.6. In the case of multiple reflections occurring between two splices or connectors, the reflection feedback can increase considerably because the two reflecting surfaces act as mirrors of a Fabry–Perot interferometer. When the resonance condition is satisfied, the reflectivity increases to 14% for unpolished surfaces and to over 22% for polished surfaces. Clearly, a considerable fraction of the signal transmitted can be reflected back unless precautions are taken to reduce the optical feedback. A common technique for reducing reflection feedback is to use index-matching oil or gel near glass–air interfaces. Sometimes the tip of the fiber is curved or cut at an angle so that the reflected light deviates from the fiber axis. Reflection feedback can be reduced to below 0.1% by such techniques.

Semiconductor lasers are extremely sensitive to optical feedback [133]; their operating characteristics can be affected by feedback as small as \(-80 \text{ dB}\) [126]. The most dramatic effect of feedback is on the laser linewidth, which can narrow or broaden by several order of magnitude, depending on the exact location of the surface where feedback originates [122]. The reason behind such a sensitivity is related to the fact that the phase of the reflected light can perturb the laser phase significantly even for relatively weak feedback levels. Such feedback-induced phase changes are detrimental mainly for coherent communication systems. The performance of direct-detection lightwave systems is affected by intensity noise rather than phase noise.

Optical feedback can increase the intensity noise significantly. Several experiments have shown a feedback-induced enhancement of the intensity noise occurring at frequencies corresponding to multiples of the external-cavity mode spacing [123]–[125]. In fact, there are several mechanisms through which the relative intensity noise (RIN) of a semiconductor laser can be enhanced by the external optical feedback. In a simple model [127], the feedback-induced enhancement of the intensity noise is attributed to the onset of multiple, closely spaced, external-cavity longitudinal modes whose spacing is determined by the distance between the laser output facet and the glass–air interface where feedback originates. The number and the amplitudes of the external-cavity modes depend on the amount of feedback. In this model, the RIN enhancement is due to intensity fluctuations of the feedback-generated side modes. Another source of RIN enhancement has its origin in the feedback-induced chaos in semiconductor lasers. Numerical simulations of the rate equations show that the RIN can be enhanced by 20 dB or more when the feedback level exceeds a certain value [134]. Even though the feedback-induced chaos is deterministic in nature, it manifests as an apparent RIN increase.

Experimental measurements of the RIN and the BER in the presence of optical feedback confirm that the feedback-induced RIN enhancement leads to a power penalty in lightwave systems [137]–[140]. Figure 5.13 shows the results of the BER measurements for a VCSEL operating at 958 nm. Such a laser operates in a single longitudinal mode because of an ultrashort cavity length \((\sim 1 \mu m)\) and exhibits a RIN near \(-130 \text{ dB/Hz}\) in the absence of reflection feedback. However, the RIN increases by as much as 20 dB when the feedback exceeds the \(-30 \text{ dB}\) level. The BER measurements
Figure 5.13: Experimentally measured BER at 500 Mb/s for a VCSEL under optical feedback. The BER is measured at several feedback levels. (After Ref. [139]; ©1993 IEEE; reprinted with permission.)

at a bit rate of 500 Mb/s show a power penalty of 0.8 dB at a BER of $10^{-9}$ for –30-dB feedback, and the penalty increases rapidly at higher feedback levels [139].

The power penalty can be calculated by following the analysis of Section 4.6.2 and is given by

$$\delta_{\text{eff}} = -10 \log_{10}(1 - r_{\text{eff}}^2 Q^2),$$  \hspace{1cm} \text{(5.4.15)}

where $r_{\text{eff}}$ is the effective intensity noise over the receiver bandwidth $\Delta f$ and is obtained from

$$r_{\text{eff}}^2 = \frac{1}{2\pi} \int_{-\infty}^{\infty} \text{RIN}(\omega) d\omega = 2(\text{RIN})\Delta f.$$  \hspace{1cm} \text{(5.4.16)}

In the case of feedback-induced external-cavity modes, $r_{\text{eff}}$ can be calculated by using a simple model and is found to be [127]

$$r_{\text{eff}}^2 \approx r_I^2 + N/(\text{MSR})^2,$$  \hspace{1cm} \text{(5.4.17)}

where $r_I$ is the relative noise level in the absence of reflection feedback, $N$ is the number of external-cavity modes, and MSR is the factor by which the external-cavity modes remain suppressed. Figure 5.14 shows the reflection-noise power penalty as a function of MSR for several values of $N$ by choosing $r_I = 0.01$. The penalty is negligible in the absence of feedback ($N = 0$). However, it increases with an increase in $N$ and a decrease in MSR. In fact, the penalty becomes infinite when MSR is reduced below a critical
value. Thus, reflection feedback can degrade system performance to the extent that
the system cannot achieve the desired BER despite an indefinite increase in the power
received. Such reflection-induced BER floors have been observed experimentally [125]
and indicate the severe impact of reflection noise on the performance of lightwave
systems. An example of the reflection-induced BER floor is seen in Fig. 5.13, where
the BER remains above $10^{-9}$ for feedback levels in excess of $-25$ dB. Generally
speaking, most lightwave systems operate satisfactorily when the reflection feedback
is below $-30$ dB. In practice, the problem can be nearly eliminated by using an optical
isolator within the transmitter module.

Even when an isolator is used, reflection noise can be a problem for lightwave sys-
tems. In long-haul fiber links making use of optical amplifiers, fiber dispersion can
convert the phase noise to intensity noise, leading to performance degradation [130].
Similarly, two reflecting surfaces anywhere along the fiber link act as a Fabry–Perot
interferometer which can convert phase noise into intensity noise [128]. Such a con-
version can be understood by noting that multiple reflections inside a Fabry–Perot inter-
ferometer lead to a phase-dependent term in the transmitted intensity which fluctuates
in response to phase fluctuations. As a result, the RIN of the signal incident on the
receiver is higher than that occurring in the absence of reflection feedback. Most of
the RIN enhancement occurs over a narrow frequency band whose spectral width is
governed by the laser linewidth ($\sim$100 MHz). Since the total noise is obtained by inte-
grating over the receiver bandwidth, it can affect system performance considerably at
bit rates larger than the laser linewidth. The power penalty can still be calculated by
using Eq. (5.4.15). A simple model that includes only two reflections between the re-
flecting interfaces shows that $r_{\text{eff}}$ is proportional to $(R_1R_2)^{1/2}$, where $R_1$ and $R_2$ are the

Figure 5.14: Feedback-induced power penalty as a function of MSR for several values of $N$ and
$r_f = 0.01$. Reflection feedback into the laser is assumed to generate $N$ side modes of the same
amplitude.
reflectivities of the two interfaces [128]. Figure 4.19 can be used to estimate the power penalty. It shows that power penalty can become infinite and lead to BER floors when \( r_{\text{eff}} \) exceeds 0.2. Such BER floors have been observed experimentally [128]. They can be avoided only by eliminating or reducing parasitic reflections along the entire fiber link. It is therefore necessary to employ connectors and splices that reduce reflections through the use of index matching or other techniques.

5.5 Computer-Aided Design

The design of a fiber-optic communication system involves optimization of a large number of parameters associated with transmitters, optical fibers, in-line amplifiers, and receivers. The design aspects discussed in Section 5.2 are too simple to provide the optimized values for all system parameters. The power and the rise-time budgets are only useful for obtaining a conservative estimate of the transmission distance (or repeater spacing) and the bit rate. The system margin in Eq. (5.2.4) is used as a vehicle to include various sources of power penalties discussed in Section 5.4. Such a simple approach fails for modern high-capacity systems designed to operate over long distances using optical amplifiers.

An alternative approach uses computer simulations and provides a much more realistic modeling of fiber-optic communication systems [141]–[156]. The computer-aided design techniques are capable of optimizing the whole system and can provide the optimum values of various system parameters such that the design objectives are met at a minimum cost. Figure 5.15 illustrates the various steps involved in the simulation process. The approach consists of generating an optical bit pattern at the transmitter, transmitting it through the fiber link, detecting it at the receiver, and then analyzing it through the tools such as the eye diagram and the \( Q \) factor.
Each step in the block diagram shown in Fig. 5.15 can be carried out numerically by using the material given in Chapters 2-4. The input to the optical transmitter is a pseudorandom sequence of electrical pulses which represent 1 and 0 bits. The length $N$ of the pseudorandom bit sequence determines the computing time and should be chosen judiciously. Typically, $N = 2^M$, where $M$ is in the range 6–10. The optical bit stream can be obtained by solving the rate equations that govern the modulation response of semiconductor lasers (see Section 3.5). The equations governing the modulation response should be used if an external modulator is used. Chirping is automatically included in both cases. Deformation of the optical bit stream during its transmission through the optical fiber is calculated by solving the NLS equation (5.3.1). The noise added by optical amplifiers should be included at the location of each amplifier.

The optical signal is converted into the electrical domain at the receiver. The shot and thermal noise is added through a fluctuating term with Gaussian statistics. The electrical bit stream is shaped by passing it through a filter whose bandwidth is also a design parameter. An eye diagram is constructed using the filtered bit stream. The effect of varying system parameters can be studied by monitoring the eye degradation or by calculating the $Q$ parameter given in Eq. (4.5.11). Such an approach can be used to obtain the power penalty associated with various mechanisms discussed in Section 5.4. It can also be used to investigate trade-offs that would optimize the overall system performance. An example is shown in Fig. 5.12, where the dependence of the calculated system penalty on the frequency chirp and extinction ratio is found. Numerical simulations reveal the existence of an optimum extinction ratio for which the system penalty is minimum.

Computer-aided design has another important role to play. A long-haul lightwave system may contain many repeaters, both optical and electrical. Transmitters, receivers, and amplifiers used at repeaters, although chosen to satisfy nominal specifications, are never identical. Similarly, fiber cables are constructed by splicing many different pieces (typical length 4–8 km) which have slightly different loss and dispersion characteristics. The net result is that many system parameters vary around their nominal values. For example, the dispersion parameter $D$, responsible not only for pulse broadening but also for other sources of power penalty, can vary significantly in different sections of the fiber link because of variations in the zero-dispersion wavelength and the transmitter wavelength. A statistical approach is often used to estimate the effect of such inherent variations on the performance of a realistic lightwave system [146]–[150]. The idea behind such an approach is that it is extremely unlikely that all system parameters would take their worst-case values at the same time. Thus, repeater spacing can be increased well above its worst-case value if the system is designed to operate reliably at the specific bit rate with a high probability (say 99.9%).

The importance of computer-aided design for fiber-optic communication systems became apparent during the 1990s when the dispersive and nonlinear effects in optical fibers became of paramount concern with increasing bit rates and transmission distances. All modern lightwave systems are designed using numerical simulations, and several software packages are available commercially. Appendix E provides details on the simulation package available on the CD-ROM included with this book (Courtesy OptiWave Corporation). The reader is encouraged to use it for a better understanding of the material covered in this book.
Problems

5.1 A distribution network uses an optical bus to distribute the signal to 10 users. Each optical tap couples 10% of the power to the user and has 1-dB insertion loss. Assuming that the station 1 transmits 1 mW of power over the optical bus, calculate the power received by the stations 8, 9, and 10.

5.2 A cable-television operator uses an optical bus to distribute the video signal to its subscribers. Each receiver needs a minimum of 100 nW to operate satisfactorily. Optical taps couple 5% of the power to each subscriber. Assuming 0.5 dB insertion loss for each tap and 1 mW transmitter power, estimate the number of subscribers that can be added to the optical bus.

5.3 A star network uses directional couplers with 0.5-dB insertion loss to distribute data to its subscribers. If each receiver requires a minimum of 100 nW and each transmitter is capable of emitting 0.5 mW, calculate the maximum number of subscribers served by the network.

5.4 Make the power budget and calculate the maximum transmission distance for a 1.3-μm lightwave system operating at 100 Mb/s and using an LED for launching 0.1 mW of average power into the fiber. Assume 1-dB/km fiber loss, 0.2-dB splice loss every 2 km, 1-dB connector loss at each end of fiber link, and 100-nW receiver sensitivity. Allow 6-dB system margin.

5.5 A 1.3-μm long-haul lightwave system is designed to operate at 1.5 Gb/s. It is capable of coupling 1 mW of average power into the fiber. The 0.5-dB/km fiber-cable loss includes splice losses. The connectors at each end have 1-dB losses. The InGaAs p-i-n receiver has a sensitivity of 250 nW. Make the power budget and estimate the repeater spacing.

5.6 Prove that the rise time $T_r$ and the 3-dB bandwidth $f$ of a RC circuit are related by $T_r f = 0.35$.

5.7 Consider a super-Gaussian optical pulse with the power distribution

$$P(t) = P_0 \exp\left[-(t/T_0)^{2m}\right],$$

where the parameter $m$ controls the pulse shape. Derive an expression for the rise time $T_r$ of such a pulse. Calculate the ratio $T_r/T_{FWM}$, where $T_{FWM}$ is the full width at half maximum, and show that for a Gaussian pulse ($m = 1$) this ratio equals 0.716.

5.8 Prove that for a Gaussian optical pulse, the rise time $T_r$ and the 3-dB optical bandwidth $f$ are related by $T_r f = 0.316$.

5.9 Make the rise-time budget for a 0.85-μm, 10-km fiber link designed to operate at 50 Mb/s. The LED transmitter and the Si p-i-n receiver have rise times of 10 and 15 ns, respectively. The graded-index fiber has a core index of 1.46, $A = 0.01$, and $D = 80$ ps/(km-nm). The LED spectral width is 50 nm. Can the system be designed to operate with the NRZ format?
5.10 A 1.3-μm lightwave system is designed to operate at 1.7 Gb/s with a repeater spacing of 45 km. The single-mode fiber has a dispersion slope of 0.1 ps/(km-nm$^2$) in the vicinity of the zero-dispersion wavelength occurring at 1.308 μm. Calculate the wavelength range of multimode semiconductor lasers for which the mode-partition-noise power penalty remains below 1 dB. Assume that the RMS spectral width of the laser is 2 nm and the mode-partition coefficient $k = 0.7$.

5.11 Generalize Eq. (5.4.5) for the case of APD receivers by including the excess-noise factor in the form $F(M) = M^3$.

5.12 Consider a 1.55-μm lightwave system operating at 1 Gb/s by using multimode semiconductor lasers of 2 nm (RMS) spectral width. Calculate the maximum transmission distance that would keep the mode-partition-noise power penalty below 2 dB. Use $k = 0.8$ for the mode-partition coefficient.

5.13 Follow the rate-equation analysis of Section 3.3.8 (see also Ref. [84]) to prove that the side-mode power $P_s$ follows an exponential probability density function given by Eq. (5.4.8).

5.14 Use Eq. (5.4.14) to determine the maximum transmission distance for a 1.55-μm lightwave system operating at 4 Gb/s such that the chirp-induced power penalty is below 1 dB. Assume that $C = -6$ for the single-mode semiconductor laser and $\beta_2 = -20$ ps$^2$/km for the single-mode fiber.

5.15 Repeat Problem 5.14 for the case of 8-Gb/s bit rate.

5.16 Use the results of Problem 4.16 to obtain an expression of the reflection-induced power penalty in the case of a finite extinction ratio $r_{ex}$. Reproduce the penalty curves shown in Fig. 5.13 for the case $r_{ex} = 0.1$.

5.17 Consider a Fabry–Perot interferometer with two surfaces of reflectivity $R_1$ and $R_2$. Follow the analysis of Ref. [128] to derive an expression of the relative intensity noise RIN(ω) of the transmitted light as a function of the linewidth of the incident light. Assume that $R_1$ and $R_2$ are small enough that it is enough to consider only a single reflection at each surface.

5.18 Follow the analysis of Ref. [142] to obtain an expression for the total receiver noise by including thermal noise, shot noise, intensity noise, mode-partition noise, chirp noise, and reflection noise.
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Chapter 6

Optical Amplifiers

As seen in Chapter 5, the transmission distance of any fiber-optic communication system is eventually limited by fiber losses. For long-haul systems, the loss limitation has traditionally been overcome using optoelectronic repeaters in which the optical signal is first converted into an electric current and then regenerated using a transmitter. Such regenerators become quite complex and expensive for wavelength-division multiplexed (WDM) lightwave systems. An alternative approach to loss management makes use of optical amplifiers, which amplify the optical signal directly without requiring its conversion to the electric domain. Several kinds of optical amplifiers were developed during the 1980s, and the use of optical amplifiers for long-haul lightwave systems became widespread during the 1990s. By 1996, optical amplifiers were a part of the fiber-optic cables laid across the Atlantic and Pacific oceans. This chapter is devoted to optical amplifiers. In Section 6.1 we discuss general concepts common to all optical amplifiers. Semiconductor optical amplifiers are considered in Section 6.2, while Section 6.3 focuses on Raman amplifiers. Section 6.4 is devoted to fiber amplifiers made by doping the fiber core with a rare-earth element. The emphasis is on the erbium-doped fiber amplifiers, used almost exclusively for 1.55-μm lightwave systems. System applications of optical amplifiers are discussed in Section 6.5.

6.1 Basic Concepts

Most optical amplifiers amplify incident light through stimulated emission, the same mechanism that is used by lasers (see Section 3.1). Indeed, an optical amplifier is nothing but a laser without feedback. Its main ingredient is the optical gain realized when the amplifier is pumped (optically or electrically) to achieve population inversion. The optical gain, in general, depends not only on the frequency (or wavelength) of the incident signal, but also on the local beam intensity at any point inside the amplifier. Details of the frequency and intensity dependence of the optical gain depend on the amplifier medium. To illustrate the general concepts, let us consider the case in which the gain medium is modeled as a homogeneously broadened two-level system. The
gain coefficient of such a medium can be written as [1]

\[ g(\omega) = \frac{g_0}{1 + (\omega - \omega_0)^2 T_2^2 + P/P_s}, \]  

(6.1.1)

where \( g_0 \) is the peak value of the gain, \( \omega \) is the optical frequency of the incident signal, \( \omega_0 \) is the atomic transition frequency, and \( P \) is the optical power of the signal being amplified. The saturation power \( P_s \) depends on gain-medium parameters such as the fluorescence time \( T_2 \) and the transition cross section; its expression for different kinds of amplifiers is given in the following sections. The parameter \( T_2 \) in Eq. (6.1.1), known as the dipole relaxation time, is typically quite small (<1 ps).

The fluorescence time \( T_2 \), also called the population relaxation time, varies in the range 100 ps–10 ms, depending on the gain medium. Equation (6.1.1) can be used to discuss important characteristics of optical amplifiers, such as the gain bandwidth, amplification factor, and output saturation power.

### 6.1.1 Gain Spectrum and Bandwidth

Consider the unsaturated regime in which \( P/P_s \ll 1 \) throughout the amplifier. By neglecting the term \( P/P_s \) in Eq. (6.1.1), the gain coefficient becomes

\[ g(\omega) = \frac{g_0}{1 + (\omega - \omega_0)^2 T_2^2}. \]  

(6.1.2)

This equation shows that the gain is maximum when the incident frequency \( \omega \) coincides with the atomic transition frequency \( \omega_0 \). The gain reduction for \( \omega \neq \omega_0 \) is governed by a Lorentzian profile that is a characteristic of homogeneously broadened two-level systems [1]. As discussed later, the gain spectrum of actual amplifiers can deviate considerably from the Lorentzian profile. The gain bandwidth is defined as the full width at half maximum (FWHM) of the gain spectrum \( g(\omega) \). For the Lorentzian spectrum, the gain bandwidth is given by \( \Delta \omega_g = \Delta \omega_k = \frac{1}{\pi T_2} \), or by

\[ \Delta \nu_g = \frac{\Delta \omega_k}{2\pi} = \frac{1}{\pi T_2}. \]  

(6.1.3)

As an example, \( \Delta \nu_g \sim 5 \text{ THz} \) for semiconductor optical amplifiers for which \( T_2 \sim 60 \text{ fs} \). Amplifiers with a relatively large bandwidth are preferred for optical communication systems because the gain is then nearly constant over the entire bandwidth of even a multichannel signal.

The concept of amplifier bandwidth is commonly used in place of the gain bandwidth. The difference becomes clear when one considers the amplifier gain \( G \), known as the amplification factor and defined as

\[ G = P_{\text{out}}/P_{\text{in}}, \]  

(6.1.4)

where \( P_{\text{in}} \) and \( P_{\text{out}} \) are the input and output powers of the continuous-wave (CW) signal being amplified. We can obtain an expression for \( G \) by using

\[ \frac{dP}{d\xi} = gP, \]  

(6.1.5)
where $P(z)$ is the optical power at a distance $z$ from the input end. A straightforward integration with the initial condition $P(0) = P_{in}$ shows that the signal power grows exponentially as

$$P(z) = P_{in} \exp(gz).$$

(6.1.6)

By noting that $P(L) = P_{out}$ and using Eq. (6.1.4), the amplification factor for an amplifier of length $L$ is given by

$$G(\omega) = \exp[g(\omega)L],$$

(6.1.7)

where the frequency dependence of both $G$ and $g$ is shown explicitly. Both the amplifier gain $G(\omega)$ and the gain coefficient $g(\omega)$ are maximum when $\omega = \omega_0$ and decrease with the signal detuning $\omega - \omega_0$. However, $G(\omega)$ decreases much faster than $g(\omega)$. The amplifier bandwidth $\Delta v_A$ is defined as the FWHM of $G(\omega)$ and is related to the gain bandwidth $\Delta v_g$ as

$$\Delta v_A = \Delta v_g \left[ \frac{1}{\ln(G_0/2)} \right]^{1/2},$$

(6.1.8)

where $G_0 = \exp(g_0L)$. Figure 6.1 shows the gain profile $g(\omega)$ and the amplification factor $G(\omega)$ by plotting $g/g_0$ and $G/G_0$ as a function of $(\omega - \omega_0)/2$. The amplifier bandwidth is smaller than the gain bandwidth, and the difference depends on the amplifier gain itself.
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6.1.2 Gain Saturation

The origin of gain saturation lies in the power dependence of the $g(\omega)$ in Eq. (6.1.1). Since $g$ is reduced when $P$ becomes comparable to $P_s$, the amplification factor $G$ decreases with an increase in the signal power. This phenomenon is called gain saturation. Consider the case in which incident signal frequency is exactly tuned to the gain peak ($\omega = \omega_0$). The detuning effects can be incorporated in a straightforward manner. By substituting $g$ from Eq. (6.1.1) in Eq. (6.1.5), we obtain

$$\frac{dP}{dz} = \frac{g_0 P}{1 + P/P_s}. \quad (6.1.9)$$

This equation can easily be integrated over the amplifier length. By using the initial condition $P(0) = P_n$ together with $P(L) = P_{out} = GP_{in}$, we obtain the following implicit relation for the large-signal amplifier gain:

$$G = \frac{G_0}{2} \exp \left( -\frac{G_1}{G_0} \right). \quad (6.1.10)$$

Equation (6.1.10) shows that the amplification factor $G$ decreases from its unsaturated value $G_0$ when $P_{out}$ becomes comparable to $P_s$. Figure 6.2 shows the saturation characteristics by plotting $G$ as a function of $P_{out}/P_s$ for several values of $G_0$. A quantity of practical interest is the output saturation power $P^*_{out}$, defined as the output power for which the amplifier gain $G$ is reduced by a factor of 2 (or by 3 dB) from its unsaturated value $G_0$. By using $G = G_0/2$ in Eq. (6.1.10),

$$P^*_{out} = \frac{G_0 \ln 2}{G_0 - 2} P_s. \quad (6.1.11)$$

![Figure 6.2: Saturated amplifier gain $G$ as a function of the output power (normalized to the saturation power) for several values of the unsaturated amplifier gain $G_0$.](image-url)
Here, $P_{\text{out}}^*$ is smaller than $P_s$ by about 30%. Indeed, by noting that $G_0 \gg 2$ in practice ($G_0 = 1000$ for 30-dB amplifier gain), $P_{\text{out}}^* \approx (\ln 2)P_e \approx 0.69P_e$. As seen in Fig. 6.2, $P_{\text{out}}^*$ becomes nearly independent of $G_0$ for $G_0 > 20$ dB.

### 6.1.3 Amplifier Noise

All amplifiers degrade the signal-to-noise ratio (SNR) of the amplified signal because of spontaneous emission that adds noise to the signal during its amplification. The SNR degradation is quantified through a parameter $F_n$, called the amplifier noise figure in analogy with the electronic amplifiers (see Section 4.4.1) and defined as [2]

$$F_n = \frac{\text{SNR}_\text{in}}{\text{SNR}_\text{out}}, \quad (6.1.12)$$

where SNR refers to the electric power generated when the optical signal is converted into an electric current. In general, $F_n$ depends on several detector parameters that govern thermal noise associated with the detector (see Section 4.4.1). A simple expression for $F_n$ can be obtained by considering an ideal detector whose performance is limited by shot noise only [2].

Consider an amplifier with the gain $G$ such that the output and input powers are related by $P_{\text{out}} = GP_{\text{in}}$. The SNR of the input signal is given by

$$\text{SNR}_\text{in} = \frac{(I)^2}{\sigma_i^2} = \frac{(RP_{\text{in}})^2}{2q(RP_{\text{in}})\Delta f} = \frac{P_{\text{in}}}{2h\nu\Delta f}, \quad (6.1.13)$$

where $I = RP_{\text{in}}$ is the average photocurrent, $R = q/h\nu$ is the responsivity of an ideal photodetector with unit quantum efficiency (see Section 4.1), and

$$\sigma_i^2 = 2q(RP_{\text{in}})\Delta f \quad (6.1.14)$$

is obtained from Eq. (4.4.5) for the shot noise by setting the dark current $I_d = 0$. Here $\Delta f$ is the detector bandwidth. To evaluate the SNR of the amplified signal, one should add the contribution of spontaneous emission to the receiver noise.

The spectral density of spontaneous-emission-induced noise is nearly constant (white noise) and can be written as [2]

$$S_{np}(\nu) = (G - 1)n_{sp}h\nu, \quad \text{(6.1.15)}$$

where $\nu$ is the optical frequency. The parameter $n_{sp}$ is called the spontaneous-emission factor (or the population-inversion factor) and is given by

$$n_{sp} = N_2/(N_2 - N_1), \quad \text{(6.1.16)}$$

where $N_1$ and $N_2$ are the atomic populations for the ground and excited states, respectively. The effect of spontaneous emission is to add fluctuations to the amplified signal; these are converted to current fluctuations during the photodetection process.

It turns out that the dominant contribution to the receiver noise comes from the beating of spontaneous emission with the signal [2]. The spontaneously emitted radiation
mixes with the amplified signal and produces the current \( I = R | \sqrt{G E_{in}} + E_{sp} |^2 \) at the photodetector of responsivity \( R \). Noting that \( E_{in} \) and \( E_{sp} \) oscillate at different frequencies with a random phase difference, it is easy to see that the beating of spontaneous emission with the signal will produce a noise current \( \Delta I = 2R(GP_{in})^{1/2}|E_{sp}| \cos \theta \), where \( \theta \) is a rapidly varying random phase. Averaging over the phase, and neglecting all other noise sources, the variance of the photocurrent can be written as

\[
\sigma^2 \approx 4(RGP_{in})(RS_{sp})\Delta f, \tag{6.1.17}
\]

where \( \cos^2 \theta \) was replaced by its average value \( \frac{1}{2} \). The SNR of the amplified signal is thus given by

\[
(SNR)_{out} = \frac{\langle I \rangle^2}{\sigma^2} \approx \frac{(RGP_{in})^2}{4S_{sp}\Delta f}, \tag{6.1.18}
\]

The amplifier noise figure can now be obtained by substituting Eqs. (6.1.13) and (6.1.18) in Eq. (6.1.12). If we also use Eq. (6.1.15) for \( S_{sp} \),

\[
F_n = 2n_{sp}(G - 1)/G \approx 2n_{sp}. \tag{6.1.19}
\]

This equation shows that the SNR of the amplified signal is degraded by 3 dB even for an ideal amplifier for which \( n_{sp} = 1 \). For most practical amplifiers, \( F_n \) exceeds 3 dB and can be as large as 6–8 dB. For its application in optical communication systems, an optical amplifier should have \( F_n \) as low as possible.

### 6.1.4 Amplifier Applications

Optical amplifiers can serve several purposes in the design of fiber-optic communication systems; three common applications are shown schematically in Fig. 6.3. The most important application for long-haul systems consists of using amplifiers as in-line amplifiers which replace electronic regenerators (see Section 5.1). Many optical amplifiers can be cascaded in the form of a periodic chain as long as the system performance is not limited by the cumulative effects of fiber dispersion, fiber nonlinearity, and amplifier noise. The use of optical amplifiers is particularly attractive for WDM lightwave systems as all channels can be amplified simultaneously.

Another way to use optical amplifiers is to increase the transmitter power by placing an amplifier just after the transmitter. Such amplifiers are called power amplifiers or power boosters, as their main purpose is to boost the power transmitted. A power amplifier can increase the transmission distance by 100 km or more depending on the amplifier gain and fiber losses. Transmission distance can also be increased by putting an amplifier just before the receiver to boost the received power. Such amplifiers are called optical preamplifiers and are commonly used to improve the receiver sensitivity. Another application of optical amplifiers is to use them for compensating distribution losses in local-area networks. As discussed in Section 5.1, distribution losses often limit the number of nodes in a network. Many other applications of optical amplifiers are discussed in Chapter 8 devoted to WDM lightwave systems.
CHAPTER 6. OPTICAL AMPLIFIERS

6.2 Semiconductor Optical Amplifiers

All lasers act as amplifiers close to but before reaching threshold, and semiconductor lasers are no exception. Indeed, research on semiconductor optical amplifiers (SOAs) started soon after the invention of semiconductor lasers in 1962. However, it was only during the 1980s that SOAs were developed for practical applications, motivated largely by their potential applications in lightwave systems [3]–[8]. In this section we discuss the amplification characteristics of SOAs and their applications.

6.2.1 Amplifier Design

The amplifier characteristics discussed in Section 6.1 were for an optical amplifier without feedback. Such amplifiers are called traveling-wave (TW) amplifiers to emphasize that the amplified signal travels in the forward direction only. Semiconductor lasers experience a relatively large feedback because of reflections occurring at the cleaved facets (32% reflectivity). They can be used as amplifiers when biased below threshold, but multiple reflections at the facets must be included by considering a Fabry–Perot (FP) cavity. Such amplifiers are called FP amplifiers. The amplification factor is obtained by using the standard theory of FP interferometers and is given by [4]

\[
G_{FP}(v) = \frac{(1 - R_1)(1 - R_2)G(v)}{(1 - G\sqrt{R_1R_2})^2 + 4G\sqrt{R_1R_2}\sin^2[\pi(v - v_m)/\Delta v]}, \tag{6.2.1}
\]

Figure 6.3: Three possible applications of optical amplifiers in lightwave systems: (a) as in-line amplifiers; (b) as a booster of transmitter power; (c) as a preamplifier to the receiver.
where $R_1$ and $R_2$ are the facet reflectivities, $v_m$ represents the cavity-resonance frequencies [see Eq. (3.3.5)], and $\Delta v_l$ is the longitudinal-mode spacing, also known as the free spectral range of the FP cavity. The single-pass amplification factor $G$ corresponds to that of a TW amplifier and is given by Eq. (6.1.7) when gain saturation is negligible. Indeed, $G_{FP}$ reduces to $G$ when $R_1 = R_2 = 0$.

As evident from Eq. (6.2.1), $G_{FP}(v)$ peaks whenever $v$ coincides with one of the cavity-resonance frequencies and drops sharply in between them. The amplifier bandwidth is thus determined by the sharpness of the cavity resonance. One can calculate the amplifier bandwidth from the detuning $v - v_m$ for which $G_{FP}$ drops by 3 dB from its peak value. The result is given by

$$\Delta v_A = \frac{2\Delta v_l}{\pi} \sin^{-1}\left(\frac{1 - G \sqrt{R_1 R_2}}{4G \sqrt{R_1 R_2}}\right)^{1/2}. \quad (6.2.2)$$

To achieve a large amplification factor, $G \sqrt{R_1 R_2}$ should be quite close to 1. As seen from Eq. (6.2.2), the amplifier bandwidth is then a small fraction of the free spectral range of the FP cavity (typically, $\Delta v_l \sim 100$ GHz and $\Delta v_A < 10$ GHz). Such a small bandwidth makes FP amplifiers unsuitable for most lightwave system applications.

TW-type SOAs can be made if the reflection feedback from the end facets is suppressed. A simple way to reduce the reflectivity is to coat the facets with an antireflection coating. However, it turns out that the reflectivity must be extremely small (<0.1%) for the SOA to act as a TW amplifier. Furthermore, the minimum reflectivity depends on the amplifier gain itself. One can estimate the tolerable value of the facet reflectivity by considering the maximum and minimum values of $G_{FP}$ from Eq. (6.2.1) near a cavity resonance. It is easy to verify that their ratio is given by

$$\Delta G = \frac{G_{FP}^{\max}}{G_{FP}^{\min}} = \left(\frac{1 + G \sqrt{R_1 R_2}}{1 - G \sqrt{R_1 R_2}}\right)^2. \quad (6.2.3)$$

If $\Delta G$ exceeds 3 dB, the amplifier bandwidth is set by the cavity resonances rather than by the gain spectrum. To keep $\Delta G < 2$, the facet reflectivities should satisfy the condition

$$G \sqrt{R_1 R_2} < 0.17. \quad (6.2.4)$$

It is customary to characterize the SOA as a TW amplifier when Eq. (6.2.4) is satisfied. A SOA designed to provide a 30-dB amplification factor ($G = 1000$) should have facet reflectivities such that $\sqrt{R_1 R_2} < 1.7 \times 10^{-4}$.

Considerable effort is required to produce antireflection coatings with reflectivities less than 0.1%. Even then, it is difficult to obtain low facet reflectivities in a predictable and regular manner. For this reason, alternative techniques have been developed to reduce the reflection feedback in SOAs. In one method, the active-region stripe is tilted from the facet normal, as shown in Fig. 6.4(a). Such a structure is referred to as the angled-facet or tilted-stripe structure [9]. The reflected beam at the facet is physically separated from the forward beam because of the angled facet. Some feedback can still occur, as the optical mode spreads beyond the active region in all semiconductor laser devices. In practice, the combination of an antireflection coating and the tilted stripe can produce reflectivities below $10^{-3}$ (as small as $10^{-4}$ with design optimization). In
an alternative scheme [10] a transparent region is inserted between the active-layer ends and the facets [see Fig. 6.4(b)]. The optical beam spreads in this window region before arriving at the semiconductor-air interface. The reflected beam spreads even further on the return trip and does not couple much light into the thin active layer. Such a structure is called buried-facet or window-facet structure and has provided reflectivities as small as $10^{-4}$ when used in combination with antireflection coatings.

### 6.2.2 Amplifier Characteristics

The amplification factor of SOAs is given by Eq. (6.2.1). Its frequency dependence results mainly from the frequency dependence of $G(v)$ when condition (6.2.4) is satisfied. The measured amplifier gain exhibits ripples reflecting the effects of residual facet reflectivities. Figure 6.5 shows the wavelength dependence of the amplifier gain measured for a SOA with the facet reflectivities of about $4 \times 10^{-4}$. Condition (6.2.4) is well satisfied as $G\sqrt{R_1 R_2} \approx 0.04$ for this amplifier. Gain ripples were negligibly small as the SOA operated in a nearly TW mode. The 3-dB amplifier bandwidth is about 70 nm because of a relatively broad gain spectrum of SOAs (see Section 3.3.1).

To discuss gain saturation, consider the peak gain and assume that it increases linearly with the carrier population $N$ as (see Section 3.3.1)

$$g(N) = (\Gamma \sigma_0 / V)(N - N_0),$$

(6.2.5)
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![Figure 6.5: Amplifier gain versus signal wavelength for a semiconductor optical amplifier whose facets are coated to reduce reflectivity to about 0.04%. (After Ref. [3]; ©1987 IEEE; reprinted with permission.)](image)

where $\Gamma$ is the confinement factor, $\sigma_g$ is the differential gain, $V$ is the active volume, and $N_0$ is the value of $N$ required at transparency. The gain has been reduced by $\Gamma$ to account for spreading of the waveguide mode outside the gain region of SOAs. The carrier population $N$ changes with the injection current $I$ and the signal power $P$ as indicated in Eq. (3.5.2). Expressing the photon number in terms of the optical power, this equation can be written as

$$\frac{dN}{dt} = \frac{I}{q} \frac{N}{\tau_c} - \frac{\sigma_g (N - N_0)}{\sigma_m h \nu} P,$$  \hspace{1cm} (6.2.6)

where $\tau_c$ is the carrier lifetime and $\sigma_m$ is the cross-sectional area of the waveguide mode. In the case of a CW beam, or pulses much longer than $\tau_c$, the steady-state value of $N$ can be obtained by setting $dN/dt = 0$ in Eq. (6.2.6). When the solution is substituted in Eq. (6.2.5), the optical gain is found to saturate as

$$g = \frac{g_0}{1 + P/P_s},$$  \hspace{1cm} (6.2.7)

where the small-signal gain $g_0$ is given by

$$g_0 = (\Gamma \sigma_g / V)(I \tau_c / q - N_0),$$  \hspace{1cm} (6.2.8)

and the saturation power $P_s$ is defined as

$$P_s = h \nu \sigma_m / (\sigma_g \tau_c).$$  \hspace{1cm} (6.2.9)

A comparison of Eqs. (6.1.1) and (6.2.7) shows that the SOA gain saturates in the same way as that for a two-level system. Thus, the output saturation power $P_{out}^s$ is obtained
from Eq. (6.1.11) with $P_s$ given by Eq. (6.2.9). Typical values of $P_s$ are in the range 5–10 mW.

The noise figure $F_n$ of SOAs is larger than the minimum value of 3 dB for several reasons. The dominant contribution comes from the spontaneous-emission factor $n_{sp}$. For SOAs, $n_{sp}$ is obtained from Eq. (6.1.16) by replacing $N_2$ and $N_1$ by $N$ and $N_0$, respectively. An additional contribution results from internal losses (such as free-carrier absorption or scattering loss) which reduce the available gain from $g$ to $g - \alpha_{int}$. By using Eq. (6.1.19) and including this additional contribution, the noise figure can be written as [6]

$$F_n = 2 \left( \frac{N}{N - N_0} \right) \left( \frac{g}{g - \alpha_{int}} \right).$$  \hspace{1cm} (6.2.10)

Residual facet reflectivities increase $F_n$ by an additional factor that can be approximated by $1 + R_1 G$, where $R_1$ is the reflectivity of the input facet [6]. In most TW amplifiers, $R_1 G \ll 1$, and this contribution can be neglected. Typical values of $F_n$ for SOAs are in the range 5–7 dB.

An undesirable characteristic of SOAs is their polarization sensitivity. The amplifier gain $G$ differs for the transverse electric and magnetic (TE, TM) modes by as much as 5–8 dB simply because both $G$ and $\sigma_g$ are different for the two orthogonally polarized modes. This feature makes the amplifier gain sensitive to the polarization state of the input beam, a property undesirable for lightwave systems in which the state of polarization changes with propagation along the fiber (unless polarization-maintaining fibers are used). Several schemes have been devised to reduce the polarization sensitivity [10]–[15]. In one scheme, the amplifier is designed such that the width and the thickness of the active region are comparable. A gain difference of less than 1.3 dB between TE and TM polarizations has been realized by making the active layer 0.26 µm thick and 0.4 µm wide [10]. Another scheme makes use of a large-optical-cavity structure; a gain difference of less than 1 dB has been obtained with such a structure [11].

Several other schemes reduce the polarization sensitivity by using two amplifiers or two passes through the same amplifier. Figure 6.6 shows three such configurations. In Fig. 6.6(a), the TE-polarized signal in one amplifier becomes TM polarized in the second amplifier, and vice versa. If both amplifiers have identical gain characteristics, the twin-amplifier configuration provides signal gain that is independent of the signal polarization. A drawback of the series configuration is that residual facet reflectivities lead to mutual coupling between the two amplifiers. In the parallel configuration shown in Fig. 6.6(b) the incident signal is split into a TE- and a TM-polarized signal, each of which is amplified by separate amplifiers. The amplified TE and TM signals are then combined to produce the amplified signal with the same polarization as that of the input beam [12]. The double-pass configuration of Fig. 6.6(c) passes the signal through the same amplifier twice, but the polarization is rotated by 90° between the two passes [13]. Since the amplified signal propagates in the backward direction, a 3-dB fiber coupler is needed to separate it from the incident signal. Despite a 6-dB loss occurring at the fiber coupler (3 dB for the input signal and 3 dB for the amplified signal) this configuration provides high gain from a single amplifier, as the same amplifier supplies gain on the two passes.
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![Image of three configurations used to reduce the polarization sensitivity of semiconductor optical amplifiers: (a) twin amplifiers in series; (b) twin amplifiers in parallel; and (c) double pass through a single amplifier.]

Figure 6.6: Three configurations used to reduce the polarization sensitivity of semiconductor optical amplifiers: (a) twin amplifiers in series; (b) twin amplifiers in parallel; and (c) double pass through a single amplifier.

6.2.3 Pulse Amplification

One can adapt the formulation developed in Section 2.4 for pulse propagation in optical fibers to the case of SOAs by making a few changes. The dispersive effects are not important for SOAs because of negligible material dispersion and a short amplifier length (<1 mm in most cases). The amplifier gain can be included by adding the term $gA/2$ on the right side of Eq. (2.4.7). By setting $\beta_2 = \beta_3 = 0$, the amplitude $A(z,t)$ of the pulse envelope then evolves as [18]

$$\frac{\partial A}{\partial z} + \frac{1}{v_g} \frac{\partial A}{\partial t} = \frac{1}{2} (1 - i\beta_c) gA,$$

(6.2.11)

where carrier-induced index changes are included through the linewidth enhancement factor $\beta_c$ (see Section 3.5.2). The time dependence of $g$ is governed by Eqs. (6.2.5) and (6.2.6). The two equations can be combined to yield

$$\frac{\partial g}{\partial t} = \frac{g_0 - g}{\tau_c} - \frac{g|A|^2}{E_{\text{sat}}},$$

(6.2.12)

where the saturation energy $E_{\text{sat}}$ is defined as

$$E_{\text{sat}} = h\nu(\sigma_m/\sigma_R),$$

(6.2.13)

and $g_0$ is given by Eq. (6.2.8). Typically $E_{\text{sat}} \sim 1$ pJ.
Equations (6.2.11) and (6.2.12) govern amplification of optical pulses in SOAs. They can be solved analytically for pulses whose duration is short compared with the carrier lifetime \( \tau_p < \tau_c \). The first term on the right side of Eq. (6.2.12) can then be neglected during pulse amplification. By introducing the reduced time \( t = t - z/v \) together with \( A = \sqrt{P} \exp(i	heta) \), Eqs. (6.2.11) and (6.2.12) can be written as [18]

\[
\begin{align*}
\frac{\partial P}{\partial z} &= g(z, \tau)P(z, \tau), \\
\frac{\partial \phi}{\partial z} &= -\frac{i}{2} \beta_2 g(z, \tau), \\
\frac{\partial g}{\partial \tau} &= -g(z, \tau)P(z, \tau)/E_{sat}.
\end{align*}
\]

Equation (6.2.14) can easily be integrated over the amplifier length \( L \) to yield

\[
P_{out}(\tau) = P_{in}(\tau) \exp[h(\tau)],
\]

where \( P_{in}(\tau) \) is the input power and \( h(\tau) \) is the total integrated gain defined as

\[
h(\tau) = \int_0^L g(z, \tau) \, dz.
\]

If Eq. (6.2.16) is integrated over the amplifier length after replacing \( gP/\partial z, h(\tau) \) satisfies [18]

\[
\frac{dh}{d\tau} = -\frac{1}{E_{sat}} [P_{out}(\tau) - P_{in}(\tau)] = -\frac{P_{in}(\tau)}{E_{sat}} (e^h - 1).
\]

Equation (6.2.19) can easily be solved to obtain \( h(\tau) \). The amplification factor \( G(\tau) \) is related to \( h(\tau) \) as \( G = \exp(h) \) and is given by [1]

\[
G(\tau) = \frac{G_0}{G_0 - (G_0 - 1) \exp[-E_0(\tau)/E_{sat}]}.
\]

where \( G_0 \) is the unsaturated amplifier gain and \( E_0(\tau) = \int_0^\tau P_{in}(\tau)^2 \, d\tau \) is the partial energy of the input pulse defined such that \( E_0(\infty) \) equals the input pulse energy \( E_{in} \).

The solution (6.2.20) shows that the amplifier gain is different for different parts of the pulse. The leading edge experiences the full gain \( G_0 \) as the amplifier is not yet saturated. The trailing edge experiences the least gain since the whole pulse has saturated the amplifier gain. The final value of \( G(\tau) \) after passage of the pulse is obtained from Eq. (6.2.20) by replacing \( E_0(\tau) \) by \( E_{in} \). The intermediate values of the gain depend on the pulse shape. Figure 6.7 shows the shape dependence of \( G(\tau) \) for super-Gaussian input pulses by using

\[
P_{in}(t) = P_0 \exp[-(\tau/\tau_p)^{2m}],
\]

where \( m \) is the shape parameter. The input pulse is Gaussian for \( m = 1 \) but becomes nearly rectangular as \( m \) increases. For comparison purposes, the input energy is held constant for different pulse shapes by choosing \( E_{in}/E_{sat} = 0.1 \). The shape dependence of the amplification factor \( G(\tau) \) implies that the output pulse is distorted, and distortion is itself shape dependent.
As seen from Eq. (6.2.15), gain saturation leads to a time-dependent phase shift across the pulse. This phase shift is found by integrating Eq. (6.2.15) over the amplifier length and is given by

$$\phi(\tau) = -\frac{1}{2} \beta_c \int_0^L g(z, \tau) dz = -\frac{1}{2} \beta_c h(\tau) = -\frac{1}{2} \beta_c \ln[G(\tau)].$$

(6.2.22)

Since the pulse modulates its own phase through gain saturation, this phenomenon is referred to as saturation-induced self-phase modulation [18]. The frequency chirp is related to the phase derivative as

$$\Delta V_c = -\frac{1}{2\pi} \frac{d\phi}{d\tau} = \frac{\beta_c}{4\pi} \frac{dh}{d\tau} = \frac{\beta_c P_{in}(\tau)}{4\pi E_{sat}} [G(\tau) - 1],$$

(6.2.23)

where Eq. (6.2.19) was used. Figure 6.8 shows the chirp profiles for several input pulse energies when a Gaussian pulse is amplified in a SOA with 30-dB unsaturated gain. The frequency chirp is larger for more energetic pulses simply because gain saturation sets in earlier for such pulses.

Self-phase modulation and the associated frequency chirp can affect lightwave systems considerably. The spectrum of the amplified pulse becomes considerably broad and contains several peaks of different amplitudes [18]. The dominant peak is shifted toward the red side and is broader than the input spectrum. It is also accompanied by one or more satellite peaks. Figure 6.9 shows the expected shape and spectrum of amplified pulses when a Gaussian pulse of energy such that $E_{in}/E_{sat} = 0.1$ is amplified.
Figure 6.8: Frequency chirp imposed across the amplified pulse for several values of $E_{in}/E_{sat}$. A Gaussian input pulse is assumed together with $G_0 = 30$ dB and $\beta_s = 5$. (After Ref. [19]; ©1989 IEEE; reprinted with permission.)

by a SOA. The temporal and spectral changes depend on amplifier gain and are quite significant for $G_0 = 30$ dB. The experiments performed by using picosecond pulses from mode-locked semiconductor lasers confirm this behavior [18]. In particular, the spectrum of amplified pulses is found to be shifted toward the red side by 50–100 GHz, depending on the amplifier gain. Spectral distortion in combination with the frequency chirp would affect the transmission characteristics when amplified pulses are propagated through optical amplifiers.

It turns out that the frequency chirp imposed by the SOA is opposite in nature compared with that imposed by directly modulated semiconductor lasers. If we also note that the chirp is nearly linear over a considerable portion of the amplified pulse (see Fig. 6.8), it is easy to understand that the amplified pulse would pass through an initial compression stage when it propagates in the anomalous-dispersion region of optical fibers (see Section 2.4.2). Such a compression was observed in an experiment [19] in which 40-ps optical pulses were first amplified in a 1.52-μm SOA and then propagated through 18 km of single-mode fiber with $\beta_2 = -18$ ps$^2$/km. This compression mechanism can be used to design fiber-optic communication systems in which in-line SOAs are used to compensate simultaneously for both fiber loss and dispersion by operating SOAs in the saturation region so that they impose frequency chirp on the amplified pulse. The basic concept was demonstrated in 1989 in an experiment [20] in which a 16-Gb/s signal was transmitted over 70 km by using an SOA. In the absence of the SOA or when the SOA was operated in the unsaturated regime, the system was dispersion limited to the extent that the signal could not be transmitted over more than 20 km.

The preceding analysis considers a single pulse. In a lightwave system, the signal
consists of a random sequence of 1 and 0 bits. If the energy of each 1 bit is large enough to saturate the gain partially, the following bit will experience less gain. The gain will recover partially if the bit 1 is preceded by one or more 0 bits. In effect, the gain of each bit in an SOA depends on the bit pattern. This phenomenon becomes quite problematic for WDM systems in which several pulse trains pass through the amplifier simultaneously. It is possible to implement a gain-control mechanism that keeps the amplifier gain pinned at a constant value. The basic idea is to make the SOA oscillate at a controlled wavelength outside the range of interest (typically below 1.52 μm). Since the gain remains clamped at the threshold value for a laser, the signal is amplified by the same factor for all pulses.

### 6.2.4 System Applications

The use of SOAs as a preamplifier to the receiver is attractive since it permits monolithic integration of the SOA with the receiver. As seen in Fig. 6.3(c), in this application the signal is optically amplified before it falls on the receiver. The preamplifier boosts the signal to such a high level that the receiver performance is limited by shot noise rather than by thermal noise. The basic idea is similar to the case of avalanche photodiodes (APDs), which amplify the signal in the electrical domain. However, just as APDs add additional noise (see Section 4.4.3), preamplifiers also degrade the SNR through spontaneous-emission noise. A relatively large noise figure of SOAs \((F_n = 5-7 \text{ dB})\) makes them less than ideal as a preamplifier. Nonetheless, they can improve the receiver sensitivity considerably. SOAs can also be used as power amplifiers to boost the transmitter power. It is, however, difficult to achieve powers in excess of 10 mW because of a relatively small value of the output saturation power \((\sim 5 \text{ mW})\).

SOAs were used as in-line amplifiers in several system experiments before 1990. In a 1988 experiment, a signal at 1 Gb/s was transmitted over 313 km by using four

![Figure 6.9: (a) Shape and (b) spectrum at the output of a semiconductor optical amplifier with \(G_0 = 30 \text{ dB} \text{ and } \beta_n = 5\) for a Gaussian input pulse of energy \(E_m/E_{\text{sat}} = 0.1\). The dashed curves show for comparison the shape and spectrum of the input pulse.](image)
cascaded SOAs [21]. SOAs have also been employed to overcome distribution losses in the local-area network (LAN) applications. In one experiment, an SOA was used as a dual-function device [22]. It amplified five channels, but at the same time the SOA was used to monitor the network performance through a baseband control channel. The 100-Mb/s baseband control signal modulated the carrier density of the amplifier, which in turn produced a corresponding electric signal that was used for monitoring.

Although SOAs can be used to amplify several channels simultaneously, they suffer from a fundamental problem related to their relatively fast response. Ideally, the signal in each channel should be amplified by the same amount. In practice, several nonlinear phenomena in SOAs induce interchannel crosstalk, an undesirable feature that should be minimized for practical lightwave systems. Two such nonlinear phenomena are cross-gain saturation and four-wave mixing (FWM). Both of them originate from the stimulated recombination term in Eq. (6.2.6). In the case of multichannel amplification, the power $P$ in this equation is replaced with

$$P = \frac{1}{2} \left| \sum_{j=1}^{M} A_j \exp(-i\omega_j t) + c.c. \right|^2,$$  \hspace{1cm} (6.2.24)

where c.c. stands for the complex conjugate, $M$ is the number of channels, $A_j$ is the amplitude, and $\omega_j$ is the carrier frequency of the $j$th channel. Because of the coherent addition of individual channel fields, Eq. (6.2.24) contains time-dependent terms resulting from beating of the signal in different channels, i.e.,

$$P = \sum_{j=1}^{M} P_j + \sum_{j=1}^{M} \sum_{k=1}^{M} 2\sqrt{P_j P_k} \cos(\Omega_{jk} t + \phi_j - \phi_k),$$  \hspace{1cm} (6.2.25)

where $A_j = \sqrt{P_j} \exp(i\phi_j)$ was assumed together with $\Omega_{jk} = \omega_j - \omega_k$. When Eq. (6.2.25) is substituted in Eq. (6.2.6), the carrier population is also found to oscillate at the beat frequency $\Omega_{jk}$. Since the gain and the refractive index both depend on $N$, they are also modulated at the frequency $\Omega_{jk}$; such a modulation creates gain and index gratings, which induce interchannel crosstalk by scattering a part of the signal from one channel to another. This phenomenon can also be viewed as FWM [16].

The origin of cross-gain saturation is also evident from Eq. (6.2.25). The first term on the right side shows that the power $P$ in Eq. (6.2.7) should be replaced by the total power in all channels. Thus, the gain of a specific channel is saturated not only by its own power but also by the power of neighboring channels, a phenomenon known as cross-gain saturation. It is undesirable in WDM systems since the amplifier gain changes with time depending on the bit pattern of neighboring channels. As a result, the amplified signal appears to fluctuate more or less randomly. Such fluctuations degrade the effective SNR at the receiver. The interchannel crosstalk occurs regardless of the channel spacing. It can be avoided only by reducing the channel powers to low enough values that the SOA operates in the unsaturated regime. Interchannel crosstalk induced by FWM occurs for all WDM lightwave systems irrespective of the modulation format used [23]-[26]. Its impact is most severe for coherent systems because of a relatively small channel spacing [25]. FWM can occur even for widely spaced channels through intraband nonlinearities [17] occurring at fast time scales (<1 ps).
Figure 6.10: Schematic of a fiber-based Raman amplifier in the forward-pumping configuration.

It is clear that SOAs suffer from several drawbacks which make their use as in-line amplifiers impractical. A few among them are polarization sensitivity, interchannel crosstalk, and large coupling losses. The unsuitability of SOAs led to a search for alternative amplifiers during the 1980s, and two types of fiber-based amplifiers using the Raman effect and rare-earth dopants were developed. The following two sections are devoted to these two types of amplifiers. It should be stressed that SOAs have found many other applications. They can be used for wavelength conversion and can act as a fast switch for wavelength routing in WDM networks. They are also being pursued for metropolitan-area networks as a low-cost alternative to fiber amplifiers.

6.3 Raman Amplifiers

A fiber-based Raman amplifier uses stimulated Raman scattering (SRS) occurring in silica fibers when an intense pump beam propagates through it [27]–[29]. The main features of SRS have been discussed in Sections 2.6. SRS differs from stimulated emission in one fundamental aspect. Whereas in the case of stimulated emission an incident photon stimulates emission of another identical photon without losing its energy, in the case of SRS the incident pump photon gives up its energy to create another photon of reduced energy at a lower frequency (inelastic scattering); the remaining energy is absorbed by the medium in the form of molecular vibrations (optical phonons). Thus, Raman amplifiers must be pumped optically to provide gain. Figure 6.10 shows how a fiber can be used as a Raman amplifier. The pump and signal beams at frequencies $\omega_p$ and $\omega_s$ are injected into the fiber through a fiber coupler. The energy is transferred from the pump beam to the signal beam through SRS as the two beams copropagate inside the fiber. The pump and signal beams counterpropagate in the backward-pumping configuration commonly used in practice.

6.3.1 Raman Gain and Bandwidth

The Raman-gain spectrum of silica fibers is shown in Figure 2.18; its broadband nature is a consequence of the amorphous nature of glass. The Raman-gain coefficient $g_R$ is related to the optical gain $g(z)$ as $g = g_R I_p(z)$, where $I_p$ is the pump intensity. In terms of the pump power $P_p$, the gain can be written as

$$g(\omega) = g_R(\omega)(P_p/\alpha_p),$$

(6.3.1)
where $a_p$ is the cross-sectional area of the pump beam inside the fiber. Since $a_p$ can vary considerably for different types of fibers, the ratio $g_R/a_p$ is a measure of the Raman-gain efficiency [30]. This ratio is plotted in Fig. 6.11 for three different fibers. A dispersion-compensating fiber (DCF) can be 8 times more efficient than a standard silica fiber (SMF) because of its smaller core diameter. The frequency dependence of the Raman gain is almost the same for the three kinds of fibers as evident from the normalized gain spectra shown in Fig. 6.11. The gain peaks at a Stokes shift of about 13.2 THz. The gain bandwidth $\Delta \nu_g$ is about 6 THz if we define it as the FWHM of the dominant peak in Fig. 6.11.

The large bandwidth of fiber Raman amplifiers makes them attractive for fiber-optic communication applications. However, a relatively large pump power is required to realize a large amplification factor. For example, if we use Eq. (6.1.7) by assuming operation in the unsaturated region, $gL \approx 6.7$ is required for $G = 30$ dB. By using $g_R = 6 \times 10^{-14}$ m/W at the gain peak at 1.55 $\mu$m and $a_p = 50 \mu m^2$, the required pump power is more than 5 W for 1-km-long fiber. The required power can be reduced for longer fibers, but then fiber losses must be included. In the following section we discuss the theory of Raman amplifiers including both fiber losses and pump depletion.

### 6.3.2 Amplifier Characteristics

It is necessary to include the effects of fiber losses because of a long fiber length required for Raman amplifiers. Variations in the pump and signal powers along the amplifier length can be studied by solving the two coupled equations given in Section 2.6.1. In the case of forward pumping, these equations take the form

$$dP_s/dz = -\alpha_s P_s + (g_R/a_p)P_p P_s,$$

$$dP_p/dz = -\alpha_p P_p - (\omega_p/\omega_s)(g_R/a_p)P_s P_p,$$

where $\alpha_s$ and $\alpha_p$ represent fiber losses at the signal and pump frequencies $\omega_s$ and $\omega_p$, respectively. The factor $\omega_p/\omega_s$ results from different energies of pump and signal photons and disappears if these equations are written in terms of photon numbers.
Consider first the case of small-signal amplification for which pump depletion can be neglected [the last term in Eq. (6.3.3)]. Substituting \( P_p(z) = P_p(0) \exp(-\alpha_p z) \) in Eq. (6.3.2), the signal power at the output of an amplifier of length \( L \) is given by

\[
P_s(L) = P_s(0) \exp(g_R P_0 L_{\text{eff}}/\alpha_p - \alpha_s L),
\]

where \( P_0 = P_p(0) \) is the input pump power and \( L_{\text{eff}} \) is defined as

\[
L_{\text{eff}} = \frac{1 - \exp(-\alpha_p L)}{\alpha_p}.
\]

Because of fiber losses at the pump wavelength, the effective length of the amplifier is less than the actual length \( L \); \( L_{\text{eff}} \approx 1/\alpha_p \) for \( \alpha_p L \gg 1 \). Since \( P_s(L) = P_s(0) \exp(-\alpha_s L) \) in the absence of Raman amplification, the amplifier gain is given by

\[
G_A = \frac{P_s(L)}{P_s(0) \exp(-\alpha_s L)} = \exp(g_0 L),
\]

where the small-signal gain \( g_0 \) is defined as

\[
g_0 = g_R \left( \frac{P_p(0)}{\alpha_p} \right) \left( \frac{L_{\text{eff}}}{L} \right) \approx \frac{g_R P_0}{\alpha_p \gamma_p L}.
\]

The last relation holds for \( \alpha_p L \gg 1 \). The amplification factor \( G_A \) becomes length independent for large values of \( \alpha_p L \). Figure 6.12 shows variations of \( G_A \) with \( P_0 \) for several values of input signal powers for a 1.3-km-long Raman amplifier operating at 1.064 \( \mu \text{m} \) and pumped at 1.017 \( \mu \text{m} \). The amplification factor increases exponentially with \( P_0 \) initially but then starts to deviate for \( P_0 > 1 \text{ W} \) because of gain saturation. Deviations become larger with an increase in \( P_0(0) \) as gain saturation sets in earlier along the amplifier length. The solid lines in Fig. 6.12 are obtained by solving Eqs. (6.3.2) and (6.3.3) numerically to include pump depletion.

The origin of gain saturation in Raman amplifiers is quite different from SOAs. Since the pump supplies energy for signal amplification, it begins to deplete as the signal power \( P_s \) increases. A decrease in the pump power \( P_p \) reduces the optical gain as seen from Eq. (6.3.1). This reduction in gain is referred to as gain saturation. An approximate expression for the saturated amplifier gain \( G_s \) can be obtained assuming \( \alpha_s = \alpha_p \) in Eqs. (6.3.2) and (6.3.3). The result is given by [29]

\[
G_s = \frac{1 + r_0}{r_0 + G_A^{-1(1+r_0)}}, \quad r_0 = \frac{\alpha_p}{\alpha_s} \frac{P_s(0)}{P_0(0)}
\]

Figure 6.13 shows the saturation characteristics by plotting \( G_s/G_A \) as a function of \( G_A r_0 \) for several values of \( G_A \). The amplifier gain is reduced by 3 \( \text{dB} \) when \( G_A r_0 \approx 1 \). This condition is satisfied when the power of the amplified signal becomes comparable to the input pump power \( P_0 \). In fact, \( P_0 \) is a good measure of the saturation power. Since typically \( P_0 \sim 1 \text{ W} \), the saturation power of fiber Raman amplifiers is much larger than that of SOAs. As typical channel powers in a WDM system are \( \sim 1 \text{ mW} \), Raman amplifiers operate in the unsaturated or linear regime, and Eq. (6.3.7) can be used in place of Eq. (6.3.8)
Noise in Raman amplifiers stems from spontaneous Raman scattering. It can be included in Eq. (6.3.2) by replacing $P_s$ in the last term with $P_s + P_{sp}$, where $P_{sp} = 2n_{sp}h
u_s \Delta\nu_R$ is the total spontaneous Raman power over the entire Raman-gain bandwidth $\Delta\nu_R$. The factor of 2 accounts for the two polarization directions. The factor $n_{sp}(\Omega)$ equals $[1 - \exp(-\hbar\nu_s/k_BT)]^{-1}$, where $k_BT$ is the thermal energy at room temperature (about 25 meV). In general, the added noise is much smaller for Raman amplifiers because of the distributed nature of the amplification.

6.3.3 Amplifier Performance

As seen in Fig. 6.12, Raman amplifiers can provide 20-dB gain at a pump power of about 1 W. For the optimum performance, the frequency difference between the pump and signal beams should correspond to the peak of the Raman gain in Fig. 6.11 (occurring at about 13 THz). In the near-infrared region, the most practical pump source is a diode-pumped Nd:YAG laser operating at 1.06 μm. For such a pump laser, the maximum gain occurs for signal wavelengths near 1.12 μm. However, the wavelengths of most interest for fiber-optic communication systems are near 1.3 and 1.5 μm. A
Nd:YAG laser can still be used if a higher-order Stokes line, generated through cascaded SRS, is used as a pump. For instance, the third-order Stokes line at 1.24 μm can act as a pump for amplifying the 1.3-μm signal. Amplifier gains of up to 20 dB were measured in 1984 with this technique [32]. An early application of Raman amplifiers was as a preamplifier for improving the receiver sensitivity [33].

The broad bandwidth of Raman amplifiers is useful for amplifying several channels simultaneously. As early as 1988 [34], signals from three DFB semiconductor lasers operating in the range 1.57–1.58 μm were amplified simultaneously using a 1.47-μm pump. This experiment used a semiconductor laser as a pump source. An amplifier gain of 5 dB was realized at a pump power of only 60 mW. In another interesting experiment [35], a Raman amplifier was pumped by a 1.55-μm semiconductor laser whose output was amplified using an erbium-doped fiber amplifier. The 140-ns pump pulses had 1.4 W peak power at the 1-kHz repetition rate and were capable of amplifying 1.66-μm signal pulses by more than 23 dB through SRS in a 20-km-long dispersion-shifted fiber. The 200 mW peak power of 1.66-μm pulses was large enough for their use for optical time-domain reflection measurements commonly used for supervising and maintaining fiber-optic networks [36].

The use of Raman amplifiers in the 1.3-μm spectral region has also attracted attention [37]–[40]. However, a 1.24-μm pump laser is not readily available. Cascaded SRS can be used to generate the 1.24-μm pump light. In one approach, three pairs of fiber gratings are inserted within the fiber used for Raman amplification [37]. The Bragg wavelengths of these gratings are chosen such that they form three cavities for three Raman lasers operating at wavelengths 1.117, 1.175, and 1.24 μm that correspond to first-, second-, and third-order Stokes lines of the 1.06-μm pump. All three lasers are pumped by using a diode-pumped Nd-fiber laser through cascaded SRS. The 1.24-μm
laser then pumps the Raman amplifier and amplifies a 1.3-μm signal. The same idea of cascaded SRS was used to obtain 39-dB gain at 1.3 μm by using WDM couplers in place of fiber gratings [38]. Such 1.3-μm Raman amplifiers exhibit high gains with a low noise figure (about 4 dB) and are also suitable as an optical preamplifier for high-speed optical receivers. In a 1996 experiment, such a receiver yielded the sensitivity of 1.51 photons/bit at a bit rate of 10 Gb/s [39]. The 1.3-μm Raman amplifiers can also be used to upgrade the capacity of existing fiber links from 2.5 to 10 Gb/s [40].

Raman amplifiers are called lumped or distributed depending on their design. In the lumped case, a discrete device is made by spooling 1–2 km of a specially prepared fiber that has been doped with Ge or phosphorus for enhancing the Raman gain. The fiber is pumped at a wavelength near 1.45 μm for amplification of 1.55-μm signals. In the case of distributed Raman amplification, the same fiber that is used for signal transmission is also used for signal amplification. The pump light is often injected in the backward direction and provides gain over relatively long lengths (>20 km). The main drawback in both cases from the system standpoint is that high-power lasers are required for pumping. Early experiments often used a tunable color-center laser as a pump; such lasers are too bulky for system applications. For this reason, Raman amplifiers were rarely used during the 1990s after erbium-doped fiber amplifiers became available. The situation changed by 2000 with the availability of compact high-power semiconductor and fiber lasers.

The phenomenon that limits the performance of distributed Raman amplifiers most turns out to be Rayleigh scattering [41]–[45]. As discussed in Section 2.5, Rayleigh scattering occurs in all fibers and is the fundamental loss mechanism for them. A small part of light is always backscattered because of this phenomenon. Normally, this Rayleigh backscattering is negligible. However, it can be amplified over long lengths in fibers with distributed gain and affects the system performance in two ways. First, a part of backward propagating noise appears in the forward direction, enhancing the overall noise. Second, double Rayleigh scattering of the signal creates a crosstalk component in the forward direction. It is this Rayleigh crosstalk, amplified by the distributed Raman gain, that becomes the major source of power penalty. The fraction of signal power propagating in the forward direction after double Rayleigh scattering is the Rayleigh crosstalk. This fraction is given by [43]

$$f_{\text{DRS}} = r_s^2 \int_0^L dz_1 G(z_1)^2 G(z_2) dz_2,$$

(6.3.9)

where $r_s \sim 10^{-4} \text{km}^{-1}$ is the Rayleigh scattering coefficient and $G(z)$ is the Raman gain at a distance $z$ in the backward-pumping configuration for an amplifier of length $L$. The crosstalk level can exceed 1% (~20-dB crosstalk) for $L > 80 \text{ km}$ and $G(L) > 10$. Since this crosstalk accumulates over multiple amplifiers, it can lead to large power penalties for undersea lightwave systems with long lengths.

Raman amplifiers can work at any wavelength as long as the pump wavelength is suitably chosen. This property, coupled with their wide bandwidth, makes Raman amplifiers quite suitable for WDM systems. An undesirable feature is that the Raman gain is somewhat polarization sensitive. In general, the gain is maximum when the signal and pump are polarized along the same direction but is reduced when they are
orthogonally polarized. The polarization problem can be solved by pumping a Raman amplifier with two orthogonally polarized lasers. Another requirement for WDM systems is that the gain spectrum be relatively uniform over the entire signal bandwidth so that all channels experience the same gain. In practice, the gain spectrum is flattened by using several pumps at different wavelengths. Each pump creates the gain that mimics the spectrum shown in Fig. 6.11. The superposition of several such spectra then creates relatively flat gain over a wide spectral region. Bandwidths of more than 100 nm have been realized using multiple pump lasers [46]–[48].

The design of broadband Raman amplifiers suitable for WDM applications requires consideration of several factors. The most important among them is the inclusion of pump–pump interactions. In general, multiple pump beams are also affected by the Raman gain, and some power from each short-wavelength pump is invariably transferred to long-wavelength pumps. An appropriate model that includes pump interactions, Rayleigh backscattering, and spontaneous Raman scattering considers each frequency component separately and solves the following set of coupled equations [48]:

\[
\frac{dP_f(v)}{dz} = \int_{\mu>v} g_R(\mu - v)a_{\mu}^{-1}[P_f(\mu) + P_b(\mu)][P_f(v) + 2\hbar n_{sp}(\mu - v)]d\mu
\]
\[
- \int_{\mu<v} g_R(v - \mu)a_{\mu}^{-1}[P_f(\mu) + P_b(\mu)][P_f(v) + 2\hbar n_{sp}(v - \mu)]d\mu,
\]
\[
- \alpha(v)P_f(v) + r_sP_b(v)
\] (6.3.10)

where \(\mu\) and \(v\) denote optical frequencies, \(n_{sp}(\Omega) = |1 - \exp(-\hbar\Omega/k_B T)|^{-1}\), and the subscripts \(f\) and \(b\) denote forward- and backward-propagating waves, respectively. In this equation, the first and second terms account for the Raman-induced power transfer into and out of each frequency band. Fiber losses and Rayleigh backscattering are included through the third and fourth terms, respectively. The noise induced by spontaneous Raman scattering is included by the temperature-dependent factor in the two integrals. A similar equation can be written for the backward-propagating waves.

To design broadband Raman amplifiers, the entire set of such equations is solved numerically to find the channel gains, and input pump powers are adjusted until the gain is nearly the same for all channels. Figure 6.14 shows an example of the gain spectrum measured for a Raman amplifier made by pumping a 25-km-long dispersion-shifted fiber with 12 diode lasers. The frequencies and power levels of the pump lasers, required to achieve a nearly flat gain profile, are also shown. Notice that all power levels are under 100 mW. The amplifier provides about 10.5 dB gain over an 80-nm bandwidth with a ripple of less than 0.1 dB. Such an amplifier is suitable for dense WDM systems covering both the C and L bands. Several experiments have used broadband Raman amplifiers to demonstrate transmission over long distances at high bit rates. In one 3-Tb/s experiment, 77 channels, each operating at 42.7 Gb/s, were transmitted over 1200 km by using the C and L bands simultaneously [49].

Several other nonlinear processes can provide gain inside silica fibers. An example is provided by the parametric gain resulting from FWM [29]. The resulting fiber amplifier is called a parametric amplifier and can have a gain bandwidth larger than 100 nm. Parametric amplifiers require a large pump power (typically >1 W) that may be reduced using fibers with high nonlinearities. They also generate a phase-conjugated
signal that can be useful for dispersion compensation (see Section 7.7). Fiber amplifiers can also be made using stimulated Brillouin scattering (SBS) in place of SRS [29]. The operating mechanism behind Brillouin amplifiers is essentially the same as that for fiber Raman amplifiers in the sense that both amplifiers are pumped backward and provide gain through a scattering process. Despite this formal similarity, Brillouin amplifiers are rarely used in practice because their gain bandwidth is typically below 100 MHz. Moreover, as the Stokes shift for SBS is ~10 GHz, pump and signal wavelengths nearly coincide. These features render Brillouin amplifiers unsuitable for WDM lightwave systems although they can be exploited for other applications.

6.4 Erbium-Doped Fiber Amplifiers

An important class of fiber amplifiers makes use of rare-earth elements as a gain medium by doping the fiber core during the manufacturing process (see Section 2.7). Although doped-fiber amplifiers were studied as early as 1964 [50], their use became practical only 25 years later, after the fabrication and characterization techniques were perfected [51]. Amplifier properties such as the operating wavelength and the gain bandwidth are determined by the dopants rather than by the silica fiber, which plays the role of a host medium. Many different rare-earth elements, such as erbium, holmium, neodymium, samarium, thulium, and ytterbium, can be used to realize fiber amplifiers operating at different wavelengths in the range 0.5–3.5 μm. Erbium-doped fiber amplifiers (EDFAs) have attracted the most attention because they operate in the wavelength region near 1.55 μm [52]–[56]. Their deployment in WDM systems after 1995 revolutionized the field of fiber-optic communications and led to lightwave systems with capacities exceeding 1 Tb/s. This section focuses on the main characteristics of EDFAs.
6.4. **ERBIUM-DOPED FIBER AMPLIFIERS**

![Energy-level diagram of erbium ions in silica fibers](image)

**Figure 6.15**: (a) Energy-level diagram of erbium ions in silica fibers; (b) absorption and gain spectra of an EDFA whose core was codoped with germania. (After Ref. [64]; ©1991 IEEE; reprinted with permission.)

### 6.4.1 Pumping Requirements

The design of an EDFA looks similar to that shown in Fig. 6.10 with the main difference that the fiber core contains erbium ions (Er$^{3+}$). Pumping at a suitable wavelength provides gain through population inversion. The gain spectrum depends on the pumping scheme as well as on the presence of other dopants, such as germania and alumina, within the fiber core. The amorphous nature of silica broadens the energy levels of Er$^{3+}$ into bands. Figure 6.15(a) shows a few energy levels of Er$^{3+}$ in silica glasses. Many transitions can be used to pump an EDFA. Early experiments used the visible radiation emitted from argon-ion, Nd:YAG, or dye lasers even though such pumping schemes are relatively inefficient. From a practical standpoint the use of semiconductor lasers is preferred.

Efficient EDFA pumping is possible using semiconductor lasers operating near 0.98- and 1.48-μm wavelengths. Indeed, the development of such pump lasers was fueled with the advent of EDFAs. It is possible to realize 30-dB gain with only 10–15 mW of absorbed pump power. Efficiencies as high as 11 dB/mW were achieved by 1990 with 0.98-μm pumping [57]. The pumping transition $^{4}I_{15/2} \rightarrow ^{4}I_{9/2}$ can use high-power GaAs lasers, and the pumping efficiency of about 1 dB/mW has been obtained at 820 nm [58]. The required pump power can be reduced by using silica fibers doped with aluminum and phosphorus or by using fluorophosphate fibers [59]. With the availability of visible semiconductor lasers, EDFAs can also be pumped in the wavelength range 0.6–0.7 μm. In one experiment [60], 33-dB gain was realized at 27 mW of pump power obtained from an AlGaInP laser operating at 670 nm. The pumping efficiency was as high as 3 dB/mW at low pump powers. Most EDFAs use 980-nm pump lasers as such lasers are commercially available and can provide more than 100 mW of pump power.
power. Pumping at 1480 nm requires longer fibers and higher powers because it uses the tail of the absorption band shown in Fig. 6.15(b).

EDFAs can be designed to operate in such a way that the pump and signal beams propagate in opposite directions, a configuration referred to as backward pumping to distinguish it from the forward-pumping configuration shown in Fig. 6.10. The performance is nearly the same in the two pumping configurations when the signal power is small enough for the amplifier to remain unsaturated. In the saturation regime, the power-conversion efficiency is generally better in the backward-pumping configuration [61], mainly because of the important role played by the amplified spontaneous emission (ASE). In the bidirectional pumping configuration, the amplifier is pumped in both directions simultaneously by using two semiconductor lasers located at the two fiber ends. This configuration requires two pump lasers but has the advantage that the population inversion, and hence the small-signal gain, is relatively uniform along the entire amplifier length.

### 6.4.2 Gain Spectrum

The gain spectrum shown in Fig. 6.15 is the most important feature of an EDFA as it determines the amplification of individual channels when a WDM signal is amplified. The shape of the gain spectrum is affected considerably by the amorphous nature of silica and by the presence of other codopants within the fiber core such as germania and alumina [62]–[64]. The gain spectrum of erbium ions alone is homogeneously broadened; its bandwidth is determined by the dipole relaxation time $T_2$ in accordance with Eq. (6.1.2). However, the spectrum is considerably broadened in the presence of randomly located silica molecules. Structural disorders lead to inhomogeneous broadening of the gain spectrum, whereas Stark splitting of various energy levels is responsible for homogeneous broadening. Mathematically, the gain $g(\omega)$ in Eq. (6.1.2) should be averaged over the distribution of atomic transition frequencies $\omega_0$ such that the effective gain is given by

$$g_{\text{eff}}(\omega) = \int_{-\infty}^{\infty} g(\omega, \omega_0) f(\omega_0) d\omega_0,$$

where $f(\omega_0)$ is the distribution function whose form also depends on the presence of other dopants within the fiber core.

Figure 6.15(b) shows the gain and absorption spectra of an EDFA whose core was doped with germania [64]. The gain spectrum is quite broad and has a double-peak structure. The addition of alumina to the fiber core broadens the gain spectrum even more. Attempts have been made to isolate the contributions of homogeneous and inhomogeneous broadening through measurements of spectral hole burning. For germania-doped EDFAs the contributions of homogeneous and inhomogeneous broadening are relatively small [63]. In contrast, the gain spectrum of aluminosilicate glasses has roughly equal contributions from homogeneous and inhomogeneous broadening mechanisms. The gain bandwidth of such EDFAs typically exceeds 35 nm.

The gain spectrum of EDFAs can vary from amplifier to amplifier even when core composition is the same because it also depends on the amplifier length. The reason is that the gain depends on both the absorption and emission cross sections having different spectral characteristics. The local inversion or local gain varies along the fiber
length because of pump power variations. The total gain is obtained by integrating over the amplifier length. This feature can be used to realize EDFAs that provide amplification in the L band covering the spectral region 1570–1610 nm. The wavelength range over which an E DFA can provide nearly constant gain is of primary interest for WDM systems. This issue is discussed later in this section.

6.4.3 Simple Theory

The gain of an E DFA depends on a large number of device parameters such as erbium-ion concentration, amplifier length, core radius, and pump power [64]-[68]. A three-level rate-equation model commonly used for lasers [1] can be adapted for EDFAs. It is sometimes necessary to add a fourth level to include the excited-state absorption. In general, the resulting equations must be solved numerically.

Considerable insight can be gained by using a simple two-level model that is valid when ASE and excited-state absorption are negligible. The model assumes that the top level of the three-level system remains nearly empty because of a rapid transfer of the pumped population to the excited state. It is, however, important to take into account the different emission and absorption cross sections for the pump and signal fields. The population densities of the two states, \( N_1 \) and \( N_2 \), satisfy the following two rate equations [55]:

\[
\frac{dN_2}{dt} = \left( \sigma_p^a N_1 - \sigma_p^e N_2 \right) \phi_p + \left( \sigma_s^a N_1 - \sigma_s^e N_2 \right) \phi_s - \frac{N_2}{T_1},
\]

\[
\frac{dN_1}{dt} = \left( \sigma_p^a N_2 - \sigma_p^e N_1 \right) \phi_p + \left( \sigma_s^a N_2 - \sigma_s^e N_1 \right) \phi_s + \frac{N_2}{T_1},
\]

where \( \sigma_p^a \) and \( \sigma_p^e \) are the absorption and emission cross sections at the frequency \( \omega_j \) with \( j = p, s \). Further, \( T_1 \) is the spontaneous lifetime of the excited state (about 10 ms for EDFAs). The quantities \( \phi_p \) and \( \phi_s \) represent the photon flux for the pump and signal waves, defined such that \( \phi_j = P_j/\left(\sigma_j \Delta \nu_j \right) \), where \( P_j \) is the optical power, \( \sigma_j \) is the transition cross section at the frequency \( \nu_j \), and \( \Delta \nu_j \) is the cross-sectional area of the fiber mode for \( j = p, s \).

The pump and signal powers vary along the amplifier length because of absorption, stimulated emission, and spontaneous emission. If the contribution of spontaneous emission is neglected, \( P_s \) and \( P_p \) satisfy the simple equations

\[
\frac{\partial P_s}{\partial z} = \Gamma_s (\sigma_s^a N_2 - \sigma_s^e N_1) P_s - \alpha P_s,
\]

\[
\frac{s \partial P_p}{\partial z} = \Gamma_p (\sigma_p^a N_2 - \sigma_p^e N_1) P_p - \alpha' P_p,
\]

where \( \alpha \) and \( \alpha' \) take into account fiber losses at the signal and pump wavelengths, respectively. These losses can be neglected for typical amplifier lengths of 10–20 m. However, they must be included in the case of distributed amplification discussed later. The confinement factors \( \Gamma_s \) and \( \Gamma_p \) account for the fact that the doped region within the core provides the gain for the entire fiber mode. The parameter \( s = \pm 1 \) in Eq. (6.4.5)
Figure 6.16: Small-signal gain as a function of (a) pump power and (b) amplifier length for an EDFA assumed to be pumped at 1.48 μm. (After Ref. [64]; ©1991 IEEE; reprinted with permission.)

depending on the direction of pump propagation; \( s = -1 \) in the case of a backward-propagating pump.

Equations (6.4.2)–(6.4.5) can be solved analytically, in spite of their complexity, after some justifiable approximations [65]. For lumped amplifiers, the fiber length is short enough that both \( \alpha \) and \( \alpha' \) can be set to zero. Noting that \( N_1 + N_2 = N_I \) where \( N_I \) is the total ion density, only one equation, say Eq. (6.4.2) for \( N_2 \), need be solved. Noting again that the absorption and stimulated-emission terms in the field and population equations are related, the steady-state solution of Eq. (6.4.2), obtained by setting the time derivative to zero, can be written as

\[
N_2(z) = -\frac{T_1}{a_d \hbar \nu_p} \frac{\partial P_s}{\partial z} + \frac{s T_1}{a_d \hbar \nu_p} \frac{\partial P_p}{\partial z},
\]

(6.4.6)

where \( a_d = \Gamma_s a_d = \Gamma_p a_p \) is the cross-sectional area of the doped portion of the fiber core. Substituting this solution into Eqs. (6.4.4) and (6.4.5) and integrating them over the fiber length, the powers \( P_s \) and \( P_p \) at the fiber output can be obtained in an analytical form. This model has been extended to include the ASE propagation in both the forward and backward directions [68].

The total amplifier gain \( G \) for an EDFA of length \( L \) is obtained using

\[
G = \Gamma_s \exp \left[ \int_0^L \left( \sigma_s^2 N_2 - \sigma_s^2 N_1 \right) dz \right],
\]

(6.4.7)

where \( N_1 = N_I - N_2 \) and \( N_2 \) is given by Eq. (6.4.6). Figure 6.16 shows the small-signal gain at 1.55 μm as a function of the pump power and the amplifier length by using typical parameter values. For a given amplifier length \( L \), the amplifier gain initially increases exponentially with the pump power, but the increase becomes much smaller when the pump power exceeds a certain value [corresponding to the “knee” in Fig. 6.16(a)]. For a given pump power, the amplifier gain becomes maximum at an optimum value of \( L \) and drops sharply when \( L \) exceeds this optimum value. The reason is that the latter portion of the amplifier remains unpumped and absorbs the amplified signal.
Since the optimum value of \( L \) depends on the pump power \( P_p \), it is necessary to choose both \( L \) and \( P_p \) appropriately. Figure 6.16(b) shows that a 35-dB gain can be realized at a pump power of 5 mW for \( L = 30 \) m and 1.48-\( \mu \)m pumping. It is possible to design amplifiers such that high gain is obtained for amplifier lengths as short as a few meters. The qualitative features shown in Fig. 6.16 are observed in all EDFAs; the agreement between theory and experiment is generally quite good [67]. The saturation characteristics of EDFAs are similar to those shown in Figs. 6.13 for Raman amplifiers. In general, the output saturation power is smaller than the output pump power expected in the absence of signal. It can vary over a wide range depending on the EDFA design, with typical values \( \sim 10 \) mW. For this reason the output power levels of EDFAs are generally limited to below 100 mW, although powers as high as 250 mW have been obtained with a proper design [69].

The foregoing analysis assumes that both pump and signal waves are in the form of CW beams. In practice, EDFAs are pumped by using CW semiconductor lasers, but the signal is in the form of a pulse train (containing a random sequence of 1 and 0 bits), and the duration of individual pulses is inversely related to the bit rate. The question is whether all pulses experience the same gain or not. As discussed in Section 6.2, the gain of each pulse depends on the preceding bit pattern for SOAs because an SOA can respond on time scales of 100 ps or so. Fortunately, the gain remains constant with time in an EDFA for even microsecond-long pulses. The reason is related to a relatively large value of the fluorescence time associated with the excited erbium ions \( (T_1 \sim 10 \) ms)\.

When the time scale of signal-power variations is much shorter than \( T_1 \), erbium ions are unable to follow such fast variations. As single-pulse energies are typically much below the saturation energy \( (\sim 10 \) \( \mu \)J), EDFAs respond to the average power. As a result, gain saturation is governed by the average signal power, and amplifier gain does not vary from pulse to pulse even for a WDM signal.

In some applications such as packet-switched networks, signal power may vary on a time scale comparable to \( T_1 \). Amplifier gain in that case is likely to become time dependent, an undesirable feature from the standpoint of system performance. A gain-control mechanism that keeps the amplifier gain pinned at a constant value consists of making the EDFA oscillate at a controlled wavelength outside the range of interest (typically below 1.5 \( \mu \)m). Since the gain remains clamped at the threshold value for a laser, the signal is amplified by the same factor despite variations in the signal power. In one implementation of this scheme, an EDFA was forced to oscillate at 1.48 \( \mu \)m by fabricating two fiber Bragg gratings acting as high-reflectivity mirrors at the two ends of the amplifier [70].

### 6.4.4 Amplifier Noise

Amplifier noise is the ultimate limiting factor for system applications [71]–[74]. For a lumped EDFA, the impact of ASE is quantified through the noise figure \( F_n \) given by

\[
F_n = 2n_{sp}\frac{P_0}{G_{opt}}
\]

The spontaneous emission factor \( n_{sp} \) depends on the relative populations \( N_1 \) and \( N_2 \) of the ground and excited states as \( n_{sp} = N_2/(N_2 - N_1) \). Since EDFAs operate on the basis of a three-level pumping scheme, \( N_1 \neq 0 \) and \( n_{sp} > 1 \). Thus, the noise figure of EDFAs is expected to be larger than the ideal value of 3 dB.
The spontaneous-emission factor can be calculated for an EDFA by using the rate-equation model discussed earlier. However, one should take into account the fact that both \( N_1 \) and \( N_2 \) vary along the fiber length because of their dependence on the pump and signal powers; hence \( n_{sp} \) should be averaged along the amplifier length. As a result, the noise figure depends both on the amplifier length \( L \) and the pump power \( P_p \), just as the amplifier gain does. Figure 6.17(a) shows the variation of \( F_n \) with the amplifier length for several values of \( P_p/P_p^{\text{sat}} \) when a 1.53-\( \mu \)m signal is amplified with an input power of 1 mW. The amplifier gain under the same conditions is also shown in Fig. 6.17(b). The results show that a noise figure close to 3 dB can be obtained for a high-gain amplifier pumped such that \( P_p \gg P_p^{\text{sat}} \) [71].

The experimental results confirm that \( F_n \) close to 3 dB is possible in EDFAs. A noise figure of 3.2 dB was measured in a 30-m-long EDFA pumped at 0.98 \( \mu \)m with 11 mW of power [72]. A similar value was found for another EDFA pumped with only 5.8 mW of pump power at 0.98 \( \mu \)m [73]. In general, it is difficult to achieve high gain, low noise, and high pumping efficiency simultaneously. The main limitation is imposed by the ASE traveling backward toward the pump and depleting the pump power. Incorporation of an internal isolator alleviates this problem to a large extent. In one implementation, 51-dB gain was realized with a 3.1-dB noise figure at a pump power of only 48 mW [75].

The measured values of \( F_n \) are generally larger for EDFAs pumped at 1.48 \( \mu \)m. A noise figure of 4.1 dB was obtained for a 60-m-long EDFA when pumped at 1.48 \( \mu \)m with 24 mW of pump power [72]. The reason for a larger noise figure for 1.48-\( \mu \)m pumped EDFAs can be understood from Fig. 6.17(a), which shows that the pump level and the excited level lie within the same band for 1.48-\( \mu \)m pumping. It is difficult to achieve complete population inversion \( (N_1 \approx 0) \) under such conditions. It is nonetheless possible to realize \( F_n < 3.5 \) dB for pumping wavelengths near 1.46 \( \mu \)m.
Relatively low noise levels of EDFA make them an ideal choice for WDM lightwave systems. In spite of low noise, the performance of long-haul fiber-optic communication systems employing multiple EDFA is often limited by the amplifier noise. The noise problem is particularly severe when the system operates in the anomalous-dispersion region of the fiber because a nonlinear phenomenon known as the modulation instability [29] enhances the amplifier noise [76] and degrades the signal spectrum [77]. Amplifier noise also introduces timing jitter. These issues are discussed later in this chapter.

6.4.5 Multichannel Amplification

The bandwidth of EDFA is large enough that they have proven to be the optical amplifier of choice for WDM applications. The gain provided by them is nearly polarization insensitive. Moreover, the interchannel crosstalk that cripples SOAs because of the carrier-density modulation occurring at the channel spacing does not occur in EDFA. The reason is related to the relatively large value of $T_1$ (about 10 ns) compared with the carrier lifetime in SOAs ($<1$ ns). The sluggish response of EDFA ensures that the gain cannot be modulated at frequencies much larger than 10 kHz.

A second source of interchannel crosstalk is cross-gain saturation occurring because the gain of a specific channel is saturated not only by its own power (self-saturation) but also by the power of neighboring channels. This mechanism of crosstalk is common to all optical amplifiers including EDFA [78]–[80]. It can be avoided by operating the amplifier in the unsaturated regime. Experimental results support this conclusion. In a 1989 experiment [78], negligible power penalty was observed when an EDFA was used to amplify two channels operating at 2 Gb/s and separated by 2 nm as long as the channel powers were low enough to avoid the gain saturation.

The main practical limitation of an EDFA stems from the spectral nonuniformity of the amplifier gain. Even though the gain spectrum of an EDFA is relatively broad, as seen in Fig. 6.15, the gain is far from uniform (or flat) over a wide wavelength range. As a result, different channels of a WDM signal are amplified by different amounts. This problem becomes quite severe in long-haul systems employing a cascaded chain of EDFA. The reason is that small variations in the amplifier gain for individual channels grow exponentially over a chain of in-line amplifiers if the gain spectrum is the same for all amplifiers. Even a 0.2-dB gain difference grows to 20 dB over a chain of 100 in-line amplifiers, making channel powers vary by a factor of 100, an unacceptable variation range in practice. To amplify all channels by nearly the same amount, the double-peak nature of the EDFA gain spectrum forces one to pack all channels near one of the gain peaks. In a simple approach, input powers of different channels were adjusted to reduce power variations at the receiver to an acceptable level [81]. This technique may work for a small number of channels but becomes unsuitable for dense WDM systems.

The entire bandwidth of 35–40 nm can be used if the gain spectrum is flattened by introducing wavelength-selective losses through an optical filter. The basic idea behind gain flattening is quite simple. If an optical filter whose transmission losses mimic the gain profile (high in the high-gain region and low in the low-gain region) is inserted after the doped fiber, the output power will become constant for all channels.
Although fabrication of such a filter is not simple, several gain-flattening techniques have been developed [55]. For example, thin-film interference filters, Mach-Zehnder filters, acousto-optic filters, and long-period fiber gratings have been used for flattening the gain profile and equalizing channel gains [82]–[84].

The gain-flattening techniques can be divided into active and passive categories. Most filter-based methods are passive in the sense that channel gains cannot be adjusted in a dynamic fashion. The location of the optical filter itself requires some thought because of high losses associated with it. Placing it before the amplifier increases the noise while placing it after the amplifier reduces the output power. Often a two-stage configuration shown in Fig. 6.18 is used. The second stage acts as a power amplifier while the noise figure is mostly determined by the first stage whose noise is relatively low because of its low gain. A combination of several long-period fiber gratings acting as the optical filter in the middle of two stages resulted by 1977 in an EDFA whose gain was flat to within 1 dB over the 40-nm bandwidth in the wavelength range of 1530–1570 nm [85].

Ideally, an optical amplifier should provide the same gain for all channels under all possible operating conditions. This is not the case in general. For instance, if the number of channels being transmitted changes, the gain of each channel will change since it depends on the total signal power because of gain saturation. The active control of channel gains is thus desirable for WDM applications. Many techniques have been developed for this purpose. The most commonly used technique stabilizes the gain dynamically by incorporating within the amplifier a laser that operates outside the used bandwidth. Such devices are called gain-clamped EDFAs (as their gain is clamped by a built-in laser) and have been studied extensively [86]–[91].

WDM lightwave systems capable of transmitting more than 80 channels appeared by 1998. Such systems use the C and L bands simultaneously and need uniform amplifier gain over a bandwidth exceeding 60 nm. Moreover, the use of the L band requires optical amplifiers capable of providing gain in the wavelength range 1570–1610 nm. It turns out that EDFAs can provide gain over this wavelength range, with a suitable design. An L-band EDFA requires long fiber lengths (>100 m) to keep the inversion level relatively low. Figure 6.19 shows an L-band amplifier with a two-stage
design [92]. The first stage is pumped at 980 nm and acts as a traditional EDFA (fiber length 20–30 m) capable of providing gain in the range 1530–1570 nm. In contrast, the second stage has 200-m-long doped fiber and is pumped bidirectionally using 1480-nm lasers. An optical isolator between the two stages passes the ASE from the first stage to the second stage (necessary for pumping the second stage) but blocks the backward-propagating ASE from entering the first stage. Such cascaded, two-stage amplifiers can provide flat gain over a wide bandwidth while maintaining a relatively low noise level. As early as 1996, flat gain to within 0.5 dB was realized over the wavelength range of 1544–1561 nm [93]. The second EDFA was codoped with ytterbium and phosphorus and was optimized such that it acted as a power amplifier. Since then, EDFAs providing flat gain over the entire C and L bands have been made [55]. Raman amplification can also be used for the L band. Combining Raman amplification with one or two EDFAs, uniform gain can be realized over a 75-nm bandwidth covering the C and L bands [94].

A parallel configuration has also been developed for EDFAs capable of amplifying over the C and L bands simultaneously [95]. In this approach, the incoming WDM signal is split into two branches, which amplify the C-band and L-band signals separately using an optimized EDFA in each branch. The two-arm design has produced a relatively uniform gain of 24 dB over a bandwidth as large as 80 nm when pumped with 980-nm semiconductor lasers while maintaining a noise figure of about 6 dB [55]. The two-arm or two-stage amplifiers are complex devices and contain multiple components, such as optical filters and isolators, within them for optimizing the amplifier performance. An alternative approach to broadband EDFAs uses a fluoride fiber in place of silica fibers as the host medium in which erbium ions are doped. Gain flatness over a 76-nm bandwidth has been realized by doping a tellurite fiber with erbium ions [96]. Although such EDFAs are simpler in design compared with multistage amplifiers, they suffer from the splicing difficulties because of the use of nonsilica glasses.

Starting in 2001, high-capacity lightwave systems began to use the short-wavelength region—the so-called S band—extending from 1470 to 1520 nm [97]. Erbium ions cannot provide gain in this spectral band. Thulium-doped fiber amplifiers have been developed for this purpose, and they are capable of providing flat gain in the wavelength range 1480–1510 nm when pumped using 1420-nm and 1560-nm semiconductor lasers [98]. Both lasers are needed to reach the $^3F_4 \rightarrow ^3H_4$ transition. Raman amplification can also be used for the S band, and such amplifiers were under development in 2001.
6.4.6 Distributed-Gain Amplifiers

Most EDFAs provide 20–25 dB amplification over a length ~10 m through a relatively high density of dopants (~500 parts per million). Since such EDFAs compensate for losses accumulated over 80–100 km in a relatively short distance of 10–20 m, they are referred to as the lumped amplifiers. Similar to the case of Raman amplification, fiber losses can also be compensated through distributed amplification. In this approach, the transmission fiber itself is lightly doped (dopant density ~50 parts per billion) to provide the gain distributed over the entire fiber length such that it compensates for fiber losses locally. Such an approach results in a virtually transparent fiber at a specific wavelength when the fiber is pumped using the bidirectional pumping configuration. The scheme is similar to that discussed in Section 6.3 for distributed Raman amplifiers, except that the dopants provide the gain instead of the nonlinear phenomenon of SRS. Although considerable research has been done on distributed EDFAs [99]–[106], this scheme has not yet been used commercially as it requires special fibers.

Ideally, one would like to compensate for fiber losses in such a way that the signal power does not change at all during propagation. Such a performance is, however, never realized in practice as the pump power is not uniform along the fiber length because of fiber losses at the pump wavelength. Pumping at 980 nm is ruled out because fiber losses exceed 1 dB/km at that wavelength. The optimal pumping wavelength for distributed EDFAs is 1.48 μm, where losses are about 0.25 dB/km. If we include pump absorption by dopants, total pump losses typically exceed 0.4 dB/km, resulting in losses of 10 dB for a fiber length of only 25 km. If the fiber is pumped unidirectionally by injecting the pump beam from one end, nonuniform pumping leads to large variations in the signal power. A bidirectional pumping configuration is therefore used in which the fiber is pumped from both ends by using two 1.48-μm lasers. In general, variations in the signal power due to nonuniform pumping can be kept small for a relatively short fiber length of 10–15 km [99]. For practical reasons, it is important to increase the fiber length close to 50 km or more so that the pumping stations could be spaced that far apart. In a 1995 experiment, 11.5-ps pulses were transmitted over 93.4 km of a distributed EDFA by injecting up to 90 mW of pump power from each end [104]. The signal power was estimated to vary by a factor of more than 10 because of the nonuniform pumping.

The performance of distributed EDFAs depends on the signal wavelength since both the noise figure and the pump power required to achieve transparency change with the signal wavelength [103]. In a 1996 experiment, a 40-Gb/s return-to-zero (RZ) signal was transmitted over 68 km by using 7.8-ps optical pulses [105]. The ASE noise added to the signal is expected to be smaller than lumped EDFAs as the gain is relatively small all along the fiber. Computer simulations show that the use of distributed amplification for nonreturn-to-zero (NRZ) systems has the potential of doubling the pump-station spacing in comparison with the spacing for the lumped amplifiers [106]. For long fiber lengths, one should consider the effect of SRS in distributed EDFAs (pumped at 1.48 μm) because the pump-signal wavelength difference lies within the Raman-gain bandwidth, and the signal experiences not only the gain provided by the dopants but also the gain provided by SRS. The SRS increases the net gain and reduces the noise figure for a given amount of pump power.
6.5 System Applications

Fiber amplifiers have become an integral part of almost all fiber-optic communication systems installed after 1995 because of their excellent amplification characteristics such as low insertion loss, high gain, large bandwidth, low noise, and low crosstalk. In this section we first consider the use of EDFAs as preamplifiers at the receiver end and then focus on the design issues for long-haul systems employing a cascaded chain of optical amplifiers.

6.5.1 Optical Preamplification

Optical amplifiers are routinely used for improving the sensitivity of optical receivers by preamplifying the optical signal before it falls on the photodetector. Preamplification of the optical signal makes it strong enough that thermal noise becomes negligible compared with the noise induced by the preamplifier. As a result, the receiver sensitivity can be improved by 10–20 dB using an E DFA as a preamplifier (107)–[112]. In a 1990 experiment [107], only 152 photons/bit were needed for a lightwave system operating at bit rates in the range 0.6–2.5 Gb/s. In another experiment [110], a receiver sensitivity of $-37.2$ dBm (147 photons/bit) was achieved at the bit rate of 10 Gb/s. It is even possible to use two preamplifiers in series; the receiver sensitivity improved by 18.8 dB with this technique [109]. An experiment in 1992 demonstrated a record sensitivity of $-38.8$ dBm (102 photons/bit) at 10 Gb/s by using two EDFAs [111]. Sensitivity degradation was limited to below 1.2 dB when the signal was transmitted over 45 km of dispersion-shifted fiber.

To calculate the receiver sensitivity, we need to include all sources of current noise at the receiver. The most important performance issue in designing optical preamplifiers is the contamination of the amplified signal by the ASE. Because of the incoherent nature of spontaneous emission, the amplified signal is noisier than the input signal. Following Sections 4.4.1 and 6.1.3, the photocurrent generated at the detector can be written as

$$ I = R \sqrt{GE_s + E_{sp}^2} + i_s + i_T, $$

(6.5.1)

where $R$ is the photodetector responsivity, $G$ is the amplifier gain, $E_s$ is the signal field, $E_{sp}$ is the optical field associated with the ASE, and $i_s$ and $i_T$ are current fluctuations induced by the shot noise and thermal noise, respectively, within the receiver. The average value of the current consists of

$$ \bar{I} = R(GP_s + P_{sp}), $$

(6.5.2)

where $P_s = |E_s|^2$ is the optical signal before its preamplification, and $P_{sp}$ is the ASE noise power added to the signal with the magnitude

$$ P_{sp} = |E_{sp}|^2 = S_{sp} \Delta v_{sp}. $$

(6.5.3)

The spectral density $S_{sp}$ is given by Eq. (6.1.15) and $\Delta v_{sp}$ is the effective bandwidth of spontaneous emission set by the amplifier bandwidth or the filter bandwidth if an optical filter is placed after the amplifier. Notice that $E_{sp}$ in Eq. (6.5.1) includes only
the component of ASE that is copolarized with the signal as the orthogonally polarized component cannot beat with the signal.

The current noise $\Delta I$ consists of fluctuations originating from the shot noise, thermal noise, and ASE noise. The ASE-induced current noise has its origin in the beating of $E_s$ with $E_{sp}$ and the beating of $E_{sp}$ with itself. To understand this beating phenomenon more clearly, notice that the ASE field $E_{sp}$ is broadband and can be written in the form

$$E_{sp} = \int \sqrt{S_{sp}} \exp(i\phi_n - i\omega_n t) d\omega_n,$$

(6.5.4)

where $\phi_n$ is the phase of the noise-spectral component at the frequency $\omega_n$, and the integral extends over the entire bandwidth of the amplifier (or optical filter). Using $E_{sp} = \sqrt{P_{sp}} \exp(i\phi_n - i\omega_n t)$, the interference term in Eq. (6.5.1) consists of two parts and leads to current fluctuations of the form

$$i_{\text{sig}-sp} = 2R \int (GP_S S_{sp})^{1/2} \cos \theta_1 d\omega_n, \quad i_{sp-sp} = 2R \int S_{sp} \cos \theta_2 d\omega_n d\omega_n'$$

(6.5.5)

where $\theta_1 = (\omega_n - \omega_s) t + \phi_n - \phi_s$ and $\theta_2 = (\omega_n - \omega_s') t + \phi_n' - \phi_s$ are two rapidly varying random phases. These two contributions to current noise are due to the beating of $E_s$ with $E_{sp}$ and the beating of $E_{sp}$ with itself, respectively. Averaging over the random phases, the total variance $\sigma^2 = \langle (\Delta I)^2 \rangle$ of current fluctuations can be written as [5]

$$\sigma^2 = \sigma_T^2 + \sigma_s^2 + \sigma_{\text{sig}-sp}^2 + \sigma_{sp-sp}^2,$$

(6.5.6)

where $\sigma_T^2$ is the thermal noise and the remaining three terms are [113]

$$\sigma_s^2 = 2qG(P_S + P_{sp})\Delta f,$$

(6.5.7)

$$\sigma_{\text{sig}-sp}^2 = 4R^2GP_S S_{sp}\Delta f,$$

(6.5.8)

$$\sigma_{sp-sp}^2 = 4R^2S_{sp}^2\Delta V_{\text{opt}}\Delta f,$$

(6.5.9)

where $\Delta V_{\text{opt}}$ is the bandwidth of the optical filter and $\Delta f$ is the electrical noise bandwidth of the receiver. The shot-noise term $\sigma_s^2$ is the same as in Section 4.4.1 except that $P_{sp}$ has been added to $GP_S$ to account for the shot noise generated by spontaneous emission.

The BER can be obtained by following the analysis of Section 4.5.1. As before, it is given by

$$\text{BER} = \frac{1}{2} \text{erfc}(Q/\sqrt{2}),$$

(6.5.10)

with the $Q$ parameter

$$Q = \frac{I_1 - I_0}{\sigma_1 + \sigma_0} = \frac{RG(2\tilde{P}_{\text{rec}})}{\sigma_1 + \sigma_0}.$$

(6.5.11)

Equation (6.5.11) is obtained by assuming zero extinction ratio ($I_0 = 0$) so that $I_1 = RGp_1 = RG(p_1 - 2\tilde{P}_{\text{rec}})$, where $p_{\text{rec}}$ is the receiver sensitivity for a given value of BER ($Q = 6$ for BER = $10^{-9}$). The RMS noise currents $\sigma_1$ and $\sigma_0$ are obtained from Eqs. (6.5.6)-(6.5.9) by setting $P_s = P_1 = 2\tilde{P}_{\text{rec}}$ and $P_s = 0$, respectively.

The analysis can be simplified considerably by comparing the magnitude of various terms in Eqs. (6.5.6). For this purpose it is useful to substitute $S_{sp}$ from Eq. (6.1.15),
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use \( R = \eta g/\hbar v \) and Eq. (6.1.19), and write Eqs. (6.5.7)–(6.5.9) in terms of the amplifier noise figure \( F_n \) as

\[
\begin{align*}
\sigma_1^2 &= 2q^2 \eta G P_n \Delta f / \hbar v, \\
\sigma_{\text{sig-sp}}^2 &= 2(q \eta G)^2 F_n P_s \Delta f / \hbar v, \\
\sigma_{\text{sp-sp}}^2 &= (q \eta G F_n)^2 \Delta v_{\text{opt}} \Delta f,
\end{align*}
\]

(6.5.12) (6.5.13) (6.5.14)

where the \( R P_{\text{sp}} \) term was neglected in Eq. (6.5.7) as it contributes negligibly to the shot noise. A comparison of Eqs. (6.5.12) and (6.5.13) shows that \( \sigma_1^2 \) can be neglected in comparison with \( \sigma_{\text{sig-sp}}^2 \) as it is smaller by a large factor \( \eta G F_n \). The thermal noise \( \sigma_{\text{sp}}^2 \) can also be neglected in comparison with the dominant terms. The noise currents \( \sigma_1 \) and \( \sigma_0 \) are thus well approximated by

\[
\begin{align*}
\sigma_1 &= (\sigma_{\text{sig-sp}}^2 + \sigma_{\text{sp-sp}}^2)^{1/2}, \\
\sigma_0 &= \sigma_{\text{sp-sp}}.
\end{align*}
\]

(6.5.15)

The receiver sensitivity is obtained by substituting Eq. (6.5.15) in Eq. (6.5.11), using Eqs. (6.5.13) and (6.5.14) with \( P_s = 2P_{\text{rec}} \), and solving for \( P_{\text{rec}} \). The result is

\[
P_{\text{rec}} = \hbar v F_n \Delta f \left[ Q^2 + Q(\Delta v_{\text{opt}} \Delta f)^{1/2} \right].
\]

(6.5.16)

The receiver sensitivity can also be written in terms of the average number of photons/bit, \( \bar{N}_p \), by using \( P_{\text{rec}} = \bar{N}_p \hbar v B \). Taking \( \Delta f = B/2 \) as a typical value of the receiver bandwidth, \( \bar{N}_p \) is given by

\[
\bar{N}_p = \frac{1}{4} F_n [Q^2 + Q(2\Delta v_{\text{opt}}/B)^{1/2}].
\]

(6.5.17)

Equation (6.5.17) is a remarkably simple expression for the receiver sensitivity. It shows clearly why amplifiers with a small noise figure must be used; the receiver sensitivity degrades as \( F_n \) increases. It also shows how optical filters can improve the receiver sensitivity by reducing \( \Delta v_{\text{opt}} \). Figure 6.20 shows \( \bar{N}_p \) as a function of \( \Delta v_{\text{opt}}/B \) for several values of the noise figure \( F_n \) by using \( Q = 6 \), a value required to achieve a BER of \( 10^{-9} \). The minimum optical bandwidth is equal to the bit rate to avoid blocking the signal. The minimum value of \( F_n \) is 2 for an ideal amplifier (see Section 8.1.3). Thus, by using \( Q = 6 \), the best receiver sensitivity from Eq. (6.5.17) is \( \bar{N}_p = 44.5 \) photons/bit. This value should be compared with \( \bar{N}_p = 10 \) for an ideal receiver (see Section 4.5.3) operating in the quantum-noise limit. Of course, \( \bar{N}_p = 10 \) is never realized in practice because of thermal noise; typically, \( \bar{N}_p \) exceeds 1000 for \( p-i-n \) receivers without optical amplifiers. The analysis of this section shows that \( \bar{N}_p < 100 \) can be realized when optical amplifiers are used to preamplify the signal received despite the degradation caused by spontaneous-emission noise. The effect of a finite laser linewidth on the receiver sensitivity has also been included with similar conclusions [114].

Improvements in the receiver sensitivity, realized with an EDFA acting as a preamplifier, can be used to increase the transmission distance of point-to-point fiber links used for intercity and interisland communications. Another EDFA acting as a power booster is often used to increase the launched power to levels as high as 100 mW. In a 1992 experiment, a 2.5-Gb/s signal was transmitted over 318 km by such a technique [115]. Bit rate was later increased to 5 Gb/s in an experiment [116] that used two
EDFAs to boost the signal power from −8 to 15.5 dBm (about 35 mW). This power level is large enough that SBS becomes a problem. SBS can be suppressed through phase modulation of the optical carrier that broadens the carrier linewidth to 200 MHz or more. Direct modulation of lasers also helps through frequency chirping that broadens the signal spectrum. In a 1996 experiment, a 10-Gb/s signal was transmitted over 442 km using two remotely pumped in-line amplifiers [117].

### 6.5.2 Noise Accumulation in Long-Haul Systems

Optical amplifiers are often cascaded to overcome fiber losses in a long-haul lightwave system. The buildup of amplifier-induced noise is the most critical factor for such systems. There are two reasons behind it. First, in a cascaded chain of optical amplifiers (see Fig. 5.1), the ASE accumulates over many amplifiers and degrades the optical SNR as the number of amplifiers increases [118]–[121]. Second, as the level of ASE grows, it begins to saturate optical amplifiers and reduce the gain of amplifiers located further down the fiber link. The net result is that the signal level drops further while the ASE level increases. Clearly, if the number of amplifiers is large, the SNR will degrade so much at the receiver that the BER will become unacceptable. Numerical simulations show that the system is self-regulating in the sense that the total power obtained by adding the signal and ASE powers remains relatively constant. Figure 6.21 shows this self-regulating behavior for a cascaded chain of 100 amplifiers with 100-km spacing and 35-dB small-signal gain. The power launched by the transmitter is 1 mW. The other parameters are $P_{\text{out}}^* = 8$ mW, $n_{sp} = 1.3$, and $G_0 \exp(-\alpha L_A) = 3$, where $L_A$ is the
ampilifier spacing. The signal and ASE powers become comparable after 10,000 km, indicating the SNR problem at the receiver.

To estimate the SNR associated with a long-haul lightwave system, we assume that all amplifiers are spaced apart by a constant distance $L_A$, and the amplifier gain $G = \exp(\alpha L_A)$ is just large enough to compensate for fiber losses in each fiber section. The total ASE power for a chain of $N_A$ amplifiers is then obtained by multiplying Eq. (6.5.3) with $N_A$ and is given by

$$P_{\text{sp}} = 2N_A S_{\text{sp}} \Delta \nu_{\text{opt}} = 2n_{\text{sp}} h \nu_0 N_A (G - 1) \Delta \nu_{\text{opt}},$$

where the factor of 2 accounts for the unpolarized nature of ASE. We can use this equation to find the optical SNR using $\text{SNR}_{\text{opt}} = P_{\text{in}} / P_{\text{sp}}$. However, optical SNR is not the quantity that determines the receiver performance. As discussed earlier, the electrical SNR is dominated by the signal-spontaneous beat noise generated at the photodetector. If we include only this dominant contribution, the electrical SNR is related to optical SNR as

$$\text{SNR}_{\text{el}} = \frac{R^2 P_{\text{in}}^2}{N_A G^2 \Delta \nu_{\text{opt}}^2} = \frac{\Delta \nu_{\text{opt}}^2}{2 \Delta f} \text{SNR}_{\text{opt}}$$

if we use Eq. (6.5.8) with $G = 1$ assuming no net amplification of the input signal.

We can now evaluate the impact of multiple amplifiers. Clearly, the electrical SNR can become quite small for large values of $G$ and $N_A$. For a fixed system length $L_T$, the number of amplifiers depends on the amplifier spacing $L_A$ and can be reduced by increasing it. However, a longer amplifier spacing will force one to increase the gain of each amplifier since $G = \exp(\alpha L_A)$. Noting that $N_A = L_T / L_A = \alpha L_T / \ln G$, we find that $\text{SNR}_{\text{el}}$ scales with $G$ as $\ln G / (G - 1)$ and can be increased by lowering the gain of each amplifier. In practice, the amplifier spacing $L_A$ cannot be made too small because
of cost considerations. To estimate the optimum value of $L_A$, Fig. 6.22 shows the total system length $L_T$ as a function of $L_A$ for several values of input powers $P_{in}$ assuming that an electrical SNR of 20 dB is required for the system to function properly and using $\alpha = 0.2 \text{ dB/km}$, $n_{iq} = 1.6$ (noise figure 5 dB), and $\Delta f = 10 \text{ GHz}$. The main point to note is that amplifier spacing becomes smaller as the system length increases. Typically, $L_A$ is kept near 50 km for undersea systems but can be increased to 80 km or so for terrestrial systems with link lengths under 3000 km. Although amplifier spacing can be improved by increasing the input power $P_{in}$, in practice, the maximum power that can be launched is limited by the onset of various nonlinear effects. We turn to this issue next.

### 6.5.3 ASE-Induced Timing Jitter

The amplifier noise can also induce timing jitter in the bit stream by shifting optical pulses from their original time slot in a random fashion. Such jitter was first studied in 1986 in the context of solitons and is called the Gordon–Haus jitter [122]. It was later recognized that timing jitter can occur with any transmission format [NRZ, RZ, or chirped RZ (CRZ)] and imposes a fundamental limitation on all long-haul systems designed with a cascaded chain of optical amplifiers [123]–[126].

The physical origin of ASE-induced jitter can be understood by noting that optical amplifiers affect not only the amplitude but also the phase of the amplified signal as apparent from Eq. (6.5.32) or Eq. (6.5.34). Time-dependent variations in the optical phase lead to a change in the signal frequency by a small amount. Since the group velocity depends on the frequency because of dispersion, the speed at which a soliton propagates through the fiber is affected by each amplifier in a random fashion. Such
random speed changes produce random shifts in the pulse position at the receiver and are responsible for the timing jitter.

Timing jitter induced by the ASE noise can be calculated using the moment method. According to this method, changes in the pulse position $q$ and the frequency $\Omega$ along the link length are calculated using [125]

$$q(z) = \frac{1}{E} \int_{-\infty}^{\infty} t |A(z,t)|^2 \, dt,$$

$$\Omega(z) = \frac{i}{2E} \int_{-\infty}^{\infty} \left( A^* \frac{\partial A}{\partial t} - A \frac{\partial A^*}{\partial t} \right) \, dt,$$

where $E = \int_{-\infty}^{\infty} |A|^2 \, dt$ represents the pulse energy.

The NLS equation can be used to find how $T$ and $W$ evolve along the fiber link. Differentiating Eqs. (6.5.20) and (6.5.21) with respect to $z$ and using Eq. (6.5.31), we obtain [126]

$$\frac{d\Omega}{dz} = \sum_i \delta\Omega_i \delta(z-z_i),$$

$$\frac{dq}{dz} = \beta_2 \Omega + \sum_i \delta q_i \delta(z-z_i),$$

where $\delta\Omega_i$ and $\delta q_i$ are the random frequency and position changes imparted by noise at the $i$th amplifier and the sum is over the total number $N_A$ of amplifiers. These equations show that frequency fluctuations induced by an amplifier become temporal fluctuations because of GVD; no jitter occurs when $\beta_2 = 0$.

Equations (6.5.22) and (6.5.23) can be integrated in a straightforward manner. For a cascaded chain of $N_A$ amplifiers with spacing $L_A$, the pulse position at the last amplifier is given by

$$q_f = \sum_{n=1}^{N_A} \delta q_n + \beta_2 L_A \sum_{n=1}^{N_A} \sum_{i=1}^{n-1} \delta\Omega_i,$$

where $\beta_2$ is the average value of the GVD. Timing jitter is calculated from this equation using $\sigma_j^2 = \langle q_f^2 \rangle - \langle q_f \rangle^2$ together with $\langle q_f \rangle = 0$. The average can be performed by noting that fluctuations at two different amplifiers are not correlated. However, the timing jitter depends not only on the variances of position and frequency fluctuations but also on the cross-correlation function $\langle \delta q \delta\Omega \rangle$ at the same amplifier. These quantities depend on the pulse amplitude $A(z_i,t)$ at the amplifier location $z_i$ (see Section 9.5).

Consider a low-power lightwave system employing the CRZ format and assume that the input pulse is in the form of a chirped Gaussian pulse. As seen in Section 2.4, the pulse maintains its Gaussian shape on propagation such that

$$A(z,t) = a \exp[i\phi - i\Omega(t-q) - (1+iC)(t-q)^2/2T^2],$$

where the amplitude $a$, phase $\phi$, frequency $\Omega$, position $q$, chirp $C$, and width $T$ all are functions of $z$. The variances and cross-correlation of $\delta q$ and $\Omega$ at the location of the $i$th amplifier are found to be [126]

$$\langle (\delta\Omega)^2 \rangle = \langle \delta q^2 \rangle / \langle E_0 \rangle / (1+C_i^2)/T_i^2,$$

$$\langle \delta q \delta\Omega \rangle = \langle \delta q \delta\Omega \rangle / \langle E_0 \rangle / (1+C_i^2)/T_i^2$$
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Figure 6.23: ASE-induced timing jitter as a function of system length for several values of the average dispersion $\beta_2$.

\[
\langle (\delta q)^2 \rangle = \left( \frac{S_{sp}}{E_0} \right) T_i^2, \quad \langle \delta \Omega \delta q \rangle = \left( \frac{S_{sp}}{E_0} \right) C_i,
\]

where $E_0$ is the input pulse energy and $C_i$ and $T_i$ are the chirp and width at $z = z_i$. These quantities can be calculated easily using the theory of Section 2.4. Note that the ratio $(1 + C_i^2)/T_i^2$ is related to the spectral width that does not change if the nonlinear effects are negligible. It can be replaced by $T_m^{-2}$, where $T_m$ is the minimum width occurring when the pulse is unchirped.

Many lightwave systems employ the postcompensation technique in which a fiber is placed at the end of the last amplifier to reduce the net accumulated dispersion (see Section 7.4). Using Eqs. (6.5.24)-(6.5.27), the timing jitter for a CRZ system employing postcompensation is found to be [126]

\[
\sigma_i^2 = \left( \frac{S_{sp}}{E_0} \right) T_m^2 \left[ N_A + N_A(N_A d + C_0 + d_f)^2 \right],
\]

where $C_0$ is the input chirp, $d = \beta_2 L_A / T_m^2$, and $d_f = \beta_2 f L/L_f^2$ for a postcompensation fiber of length $L_f$ and dispersion $\beta_2 f$. Several points are noteworthy. First, if postcompensation is not used ($d_f = 0$), the dominant term in Eq. (6.5.28) varies as $N_A^3 d^2$. This is the general feature of the ASE jitter resulting from frequency fluctuations [122]. Second, if the average dispersion of the fiber link is zero, the cubic term vanishes, and the jitter increases only linearly with $N_A$. Third, the smallest value of the jitter occurs when $N_A d + C_0 + d_f = 0$. This condition corresponds to zero net dispersion over the entire link, including the fiber used to chirp the pulse initially.

The average dispersion of the fiber link can lead to considerable timing jitter in CRZ systems when postcompensation is not used. Figure 6.23 shows the timing jitter as a function of the total system length $L_T = N_A L_A$ for a 10-Gb/s system using four values of $\beta_2$ with $T_m = 30$ ps, $L_A = 50$ km, $C_0 = 0.2$, and $S_{sp}/E_0 = 10^{-4}$. The ASE-induced jitter becomes a significant fraction of the pulse width for values of $|\beta_2|$ as small as 0.2 ps$^2$/km because of the cubic dependence of $\sigma_i^2$ on the system length $L_T$. Such jitter would lead to large power penalties, as discussed in Section 4.6.3, if left
uncontrolled. The tolerable value of the jitter can be estimated assuming the Gaussian statistics for \( q \) so that

\[
p(q) = (2\pi \sigma_q^2)^{-1/2} \exp(-q^2/2\sigma_q^2). \tag{6.5.29}
\]

The BER can be calculated following the method of Section 4.5. If we assume that an error occurs whenever the pulse has moved out of the bit slot, we need to find the accumulated probability for \( |q| \) to exceed \( T_B/2 \), where \( T_B = 1/B \) is the bit slot. This probability is found to be

\[
\text{BER} = 2 \int_{T_B/2}^{\infty} p(q) dq = \operatorname{erfc} \left( \frac{T_B}{2\sqrt{2\sigma_q}} \right) \approx \frac{4\sigma_q}{\sqrt{2\pi} T_B} \exp \left( -\frac{T_B^2}{8\sigma_q^2} \right), \tag{6.5.30}
\]

where \( \operatorname{erfc} \) stands for the complimentary error function defined in Eq. (4.5.5). To reduce the BER below \( 10^{-9} \) for \( \sigma_q/T_B \) should be less than 8% of the bit slot, resulting in a tolerable value of the jitter of 8 ps for 10-Gb/s systems and only 2 ps for 40-Gb/s systems. Clearly, the average dispersion of a fiber link should nearly vanish if the system is designed not to be limited by the ASE-induced jitter. This can be accomplished through dispersion management discussed in Chapter 7.

### 6.5.4 Accumulated Dispersive and Nonlinear Effects

Many single-channel experiments performed during the early 1990s demonstrated the benefits of in-line amplifiers for increasing the transmission distance of point-to-point fiber links [127]-[132]. These experiments showed that fiber dispersion becomes the limiting factor in periodically amplified long-haul systems. Indeed, the experiments were possible only because the system was operated close to the zero-dispersion wavelength of the fiber link. Moreover, the zero-dispersion wavelength varied along the link in such a way that the total dispersion over the entire link length was quite small at the operating wavelength of 1.55 \( \mu \)m. By 1992, the total system length could be increased to beyond 10,000 km using such dispersion-management techniques. In a 1992 experiment [130], a 2.5-Gb/s signal was transmitted over 10,073 km using 199 EDFAs. An effective transmission distance of 21,000 km at 2.5 Gb/s and of 14,300 km at 5 Gb/s was demonstrated using a recirculating fiber loop [133].

A crude estimate of dispersion-limited \( L_T \) can be obtained if the input power is low enough that one can neglect the nonlinear effects during signal transmission. Since amplifiers compensate only for fiber losses, dispersion limitations discussed in Section 5.2.2 and shown in Fig. 5.4 apply for each channel of a WDM system if \( L \) is replaced by \( L_T \). From Eq. (5.2.3), the dispersion limit for systems making use of standard fibers \( (\beta_2 \approx -20 \text{ ps}^2/\text{km} \text{ at } 1.55 \mu \text{m}) \) is \( B^2 L_T < 3000 (\text{Gb} / \text{s})^2 \cdot \text{km} \): The distance is limited to below 30 km at 10 Gb/s for such fibers. An increase by a factor of 20 can be realized by using dispersion-shifted fibers. To extend the distance to beyond 5000 km at 10 Gb/s, the average GVD along the link should be smaller than \( \beta_2 = -0.1 \text{ ps}^2/\text{km} \).

The preceding estimate is crude since it does not include the impact of the nonlinear effects. Even though power levels are relatively modest for each channel, the nonlinear effects can become quite important because of their accumulation over long distances [29]. Moreover, amplifier noise often forces one to increase the channel
power to more than 1 mW in order to maintain a high SNR (or a high $Q$ factor). The accumulation of the nonlinear effects then limits the system length $L_T$ [134]–[147]. For single-channel systems, the most dominant nonlinear phenomenon that limits the system performance is self-phase modulation (SPM). An estimate of the power limitation imposed by the SPM can be obtained from Eq. (2.6.15). In general, the condition $\phi_{NL} \ll 1$ limits the total link length to $L_T \ll L_{NL}$, where the nonlinear length is defined as $L_{NL} = (\gamma P)^{-1}$. Typically, $\gamma \sim 1$ W$^{-1}$/km, and the link length is limited to below 1000 km even for $P = 1$ mW.

The estimate of the SPM-limited distance is too simplistic to be accurate since it completely ignores the role of fiber dispersion. In fact, since the dispersive and nonlinear effects act on the optical signal simultaneously, their mutual interplay becomes quite important. As discussed in Section 5.3, it is necessary to solve the nonlinear Schrödinger equation

$$\frac{\partial A}{\partial z} + \frac{i B_2}{2} \frac{\partial^2 A}{\partial t^2} = i \gamma |A|^2 A - \frac{\alpha}{2} A$$

(6.5.31)

numerically, while including the gain and ASE noise at the location of each amplifier. Such an approach is indeed used to quantify the impact of nonlinear effects on the performance of periodically amplified lightwave systems [134]–[148]. A common technique solves Eq. (6.5.31) in each fiber segment using the split-step Fourier method [56]. At each optical amplifier, the noise is added using

$$A_{\text{out}}(t) = \sqrt{G} A_{\text{in}}(t) + a_n(t),$$

(6.5.32)

where $G$ is the amplification factor. The spontaneous-emission noise field $a_n$ added by the amplifier vanishes on average but its second moment satisfies

$$\langle a_n(t) a_n(t') \rangle = S_{sp} \delta(t - t'),$$

(6.5.33)

where the noise spectral density $S_{sp}$ is given by Eq. (6.1.15).

In practice, Eq. (6.5.32) is often implemented in the frequency domain as

$$\tilde{A}_{\text{out}}(v) = \sqrt{G} \tilde{A}_{\text{in}}(v) + \tilde{a}_n(v),$$

(6.5.34)

where a tilde represents the Fourier transform. The noise $\tilde{a}_n(v)$ is assumed to be frequency independent (white noise) over the whole amplifier bandwidth, or the filter bandwidth if an optical filter is used after each amplifier. Mathematically, $\tilde{a}_n(v)$ is a complex Gaussian random variable whose real and imaginary parts have the spectral density $S_{sp}/2$. The system performance is quantified through the $Q$ factor as defined in Eq. (4.5.10) and related directly to the BER through Eq. (4.5.9).

As an example of the numerical results, the curve (a) in Fig. 6.24 shows variations of the $Q$ factor with the average input power for a NRZ, single-channel lightwave system designed to operate at 5 Gb/s over 9000 km of constant-dispersion fibers [$D = 1$ ps/(km-nm)] with 40-km amplifier spacing [134]. Since $Q < 6$ for all input powers, such a system cannot operate reliably in the absence of in-line filters ($Q > 6$ is required for a BER of $< 10^{-9}$). An optical filter of 150-GHz bandwidth, inserted after every amplifier, reduces the ASE for the curve (b). In the presence of optical filters, $Q > 6$ can be realized only at a specific value of the average input power (about 0.5 mW). This
behavior can be understood by noting that as the input power increases, the system performance improves initially because of a better SNR but becomes worse at high input powers as the nonlinear effects (SPM) begins to dominate.

The role of dispersion can be minimized either by operating close to the zero-dispersion wavelength of the fiber or by using a dispersion management technique in which the fiber GVD alternates its sign in such a way that the average dispersion is close to zero (see Chapter 7). In both cases, the GVD parameter $\beta_2$ fluctuates because of unintentional variations in the zero-dispersion wavelength of various fiber segments. The curve (c) in Fig. 6.24 is drawn for a 6-Gb/s system for the case of a Gaussian distribution of $\beta_2$ with a standard deviation of 0.3 ps$^2$/km. The filter bandwidth is taken to be 60 GHz [134]. The curve (d) shows the dispersion-managed case for a 10-Gb/s system with a filter bandwidth of 50 GHz. All other parameters remain the same. Clearly, system performance can improve considerably with dispersion management, although the input pump power needs to be optimized in each case.

### 6.5.5 WDM-Related Impairments

The advantages of EDFAs for WDM systems were demonstrated as early as 1990 [149]–[154]. In a 1993 experiment, four channels were transmitted over 1500 km using 22 cascaded amplifiers [150]. By 1996, 55 channels, spaced apart by 0.8 nm and each operating at 20 Gb/s, were transmitted over 150 km by using two in-line amplifiers, resulting in a total bit rate of 1.1 Tb/s and the $BL$ product of 165 (Th/s)-km [151]. For submarine applications, one needs to transmit a large number of channels over a distance of more than 5000 km. Such systems employ a large number of cascaded amplifiers and are affected most severely by the amplifier noise. Already in 1996, transmission at 100 Gb/s (20 channels at 5 Gb/s) over a distance of 9100 km was possible using the polarization-scrambling and forward-error correction techniques [152]. By 2001, transmission at 2.4 Tb/s (120 channels at 20 Gb/s) over 6200 km has been realized within the C band using EDFAs every 50 km [154]. The adjacent channels
were orthogonally polarized for reducing the nonlinear effects resulting from a relatively small channel spacing of 42 GHz. This technique is referred to as polarization multiplexing and is quite useful for WDM systems.

The two major nonlinear phenomena affecting the performance of WDM systems are the cross-phase modulation (XPM) and four-wave mixing (FWM). FWM can be avoided by using dispersion management such that the GVD is locally high all along the fiber but quite small on average. The SPM and XPM then become the most limiting factors for WDM systems. The XPM effects within an EDFA are normally negligible because of a small length of doped fiber used. The situation changes for the L-band amplifiers, which operate in the 1570- to 1610-nm wavelength region and require fiber lengths in excess of 100 m. The effective core area of doped fibers used in such amplifiers is relatively small, resulting in larger values of the nonlinear parameter $\gamma$ and enhanced XPM-induced phase shifts. As a result, the XPM can lead to considerable power fluctuations within an L-band amplifier [155]–[160]. A new feature is that such XPM effects are independent of the channel spacing and can occur over the entire bandwidth of the amplifier [156]. The reason for this behavior is that all XPM effects occur before pulses walk off because of group-velocity mismatch. The effects of FWM are also enhanced in L-band amplifiers because of their long lengths [161].

**Problems**

6.1 The Lorentzian gain profile of an optical amplifier has a FWHM of 1 THz. Calculate the amplifier bandwidths when it is operated to provide 20- and 30-dB gain. Neglect gain saturation.

6.2 An optical amplifier can amplify a 1-μW signal to the 1-mW level. What is the output power when a 1-mW signal is incident on the same amplifier? Assume that the saturation power is 10 mW.

6.3 Explain the concept of noise figure for an optical amplifier. Why does the SNR of the amplified signal degrade by 3 dB even for an ideal amplifier?

6.4 A 250-μm-long semiconductor laser is used as an FP amplifier by biasing it below threshold. Calculate the amplifier bandwidth by assuming 32% reflectivity for both facets and 30-dB peak gain. The group index $n_g = 4$. How much does the bandwidth change when both facets are coated to reduce the facet reflectivities to 1%?

6.5 Complete the derivation of Eq. (6.2.3) starting from Eq. (6.2.1). What should be the facet reflectivities to ensure traveling-wave operation of a semiconductor optical amplifier designed to provide 20-dB gain. Assume that $R_1 = 2R_2$.

6.6 A semiconductor optical amplifier is used to amplify two channels separated by 1 GHz. Each channel can be amplified by 30 dB in isolation. What are the channel gains when both channels are amplified simultaneously? Assume that $P_m/P_c = 10^{-3}$, $\tau_c = 0.5$ ns, and $\beta_c = 5$.

6.7 Integrate Eq. (6.2.19) to obtain the time-dependent saturated gain given by Eq. (6.2.20). Plot $G(\tau)$ for a 10-ps square pulse using $G_0 = 30$ dB and $E_s = 10$ pJ.
6.8 Explain why semiconductor optical amplifiers impose a chirp on the pulse during amplification. Derive an expression for the imposed chirp when a Gaussian pulse is incident on the amplifier. Use Eq. (6.2.21) with \( m = 1 \) for the input pulse.

6.9 Discuss the origin of gain saturation in fiber Raman amplifiers. Solve Eqs. (6.3.2) and (6.3.3) with \( \alpha_s = \alpha_p \) and derive Eq. (6.3.8) for the saturated gain.

6.10 A Raman amplifier is pumped in the backward direction using 1 W of power. Find the output power when a 1-\( \mu \)W signal is injected into the 5-km-long amplifier. Assume losses of 0.2 and 0.25 dB/km at the signal and pump wavelengths, respectively, \( A_{\text{eff}} = 50 \, \mu m^2 \), and \( g_R = 6 \times 10^{-14} \, \text{m/W} \). Neglect gain saturation.

6.11 Explain the gain mechanism in EDFAs. Use Eqs. (6.4.2) and (6.4.3) to derive an expression for the small-signal gain in the steady state.

6.12 Discuss how EDFAs can be used to provide gain in the L band. How can you use them to provide amplification over the both C and L bands?

6.13 Starting from Eq. (6.5.11), derive Eq. (6.5.16) for the sensitivity of a direct-detection receiver when an EDFA is used as a preamplifier.

6.14 Calculate the receiver sensitivity at a BER of \( 10^{-9} \) and \( 10^{-12} \) by using Eq. (6.5.16). Assume that the receiver operates at 1.55 \( \mu \)m with 3-GHz bandwidth. The preamplifier has a noise figure of 4 dB, and a 1-nm optical filter is installed between the preamplifier and the detector.

6.15 Calculate the optical SNR at the output end of a 4000-km lightwave system designed using 50 EDFAs with 4.5-dB noise figure. Assume a fiber-cable loss of 0.25 dB/km at 1.55 \( \mu \)m. A 2-nm-bandwidth optical filter is inserted after every amplifier to reduce the noise.

6.16 Find the electrical SNR for the system of the preceding problem for a receiver of 8-GHz bandwidth.

6.17 Why does ASE induce timing jitter in lightwave systems? How would you design the system to reduce the jitter?

6.18 Use the moment method to find an expression for the timing jitter for a lightwave system employing the CRZ format.

References

REFERENCES

REFERENCES


Chapter 7

Dispersion Management

It should be clear from Chapter 6 that with the advent of optical amplifiers, fiber losses are no longer a major limiting factor for optical communication systems. Indeed, modern lightwave systems are often limited by the dispersive and nonlinear effects rather than fiber losses. In some sense, optical amplifiers solve the loss problem but, at the same time, worsen the dispersion problem since, in contrast with electronic regenerators, an optical amplifier does not restore the amplified signal to its original state. As a result, dispersion-induced degradation of the transmitted signal accumulates over multiple amplifiers. For this reason, several dispersion-management schemes were developed during the 1990s to address the dispersion problem [1]. In this chapter we review these techniques with emphasis on the underlying physics and the improvement realized in practice. In Section 7.1 we explain why dispersion management is needed. Sections 7.2 and 7.3 are devoted to the methods used at the transmitter or receiver for managing the dispersion. In Sections 7.4–7.6 we consider the use of several high-dispersion optical elements along the fiber link. The technique of optical phase conjugation, also known as midspan spectral inversion, is discussed in Section 7.7. Section 7.8 is devoted to dispersion management in long-haul systems. Section 7.9 focuses on high-capacity systems by considering broadband, tunable, and higher-order compensation techniques. Polarization-mode dispersion (PMD) compensation is also discussed in this section.

7.1 Need for Dispersion Management

In Section 2.4 we have discussed the limitations imposed on the system performance by dispersion-induced pulse broadening. As shown by the dashed line in Fig. 2.13, the group-velocity dispersion (GVD) effects can be minimized using a narrow-linewidth laser and operating close to the zero-dispersion wavelength \( \lambda_{GD} \) of the fiber. However, it is not always practical to match the operating wavelength \( \lambda \) with \( \lambda_{GD} \). An example is provided by the third-generation terrestrial systems operating near 1.55 \( \mu \)m and using optical transmitters containing a distributed feedback (DFB) laser. Such systems generally use the existing fiber-cable network installed during the 1980s and
consisting of more than 50 million kilometers of the “standard” single-mode fiber with \( \lambda_{2D} \approx 1.31 \, \mu m \). Since the dispersion parameter \( D \approx 16 \, \text{ps/(km-nm)} \) in the 1.55-\( \mu m \) region of such fibers, the GVD severely limits the performance when the bit rate exceeds 2 Gb/s (see Fig. 2.13). For a directly modulated DFB laser, we can use Eq. (2.4.26) for estimating the maximum transmission distance so that

\[
L < \left( \frac{4B}{D} s_2 \right)^{-1}, \tag{7.1.1}
\]

where \( s_2 \) is the root-mean-square (RMS) width of the pulse spectrum broadened considerably by frequency chirping (see Section 3.5.3). Using \( D = 16 \, \text{ps/(km-nm)} \) and \( s_2 = 0.15 \, \text{nm} \) in Eq. (7.1.1), lightwave systems operating at 2.5 Gb/s are limited to \( L \approx 42 \, \text{km} \). Indeed, such systems use electronic regenerators, spaced apart by about 40 km, and cannot benefit from the availability of optical amplifiers. Furthermore, their bit rate cannot be increased beyond 2.5 Gb/s because the regenerator spacing becomes too small to be feasible economically.

System performance can be improved considerably by using an external modulator and thus avoiding spectral broadening induced by frequency chirping. This option has become practical with the commercialization of transmitters containing DFB lasers with a monolithically integrated modulator. The \( s_2 = 0 \) line in Fig. 2.13 provides the dispersion limit when such transmitters are used with the standard fibers. The limiting transmission distance is then obtained from Eq. (2.4.31) and is given by

\[
L < \left( \frac{16 |\beta_3| B^2}{D} \right)^{-1}, \tag{7.1.2}
\]

where \( \beta_3 \) is the GVD coefficient related to \( D \) by Eq. (2.3.5). If we use a typical value \( \beta_3 = -20 \, \text{ps}^2/\text{km} \) at 1.55 \( \mu m \), \( L < 500 \, \text{km} \) at 2.5 Gb/s. Although improved considerably compared with the case of directly modulated DFB lasers, this dispersion limit becomes of concern when in-line amplifiers are used for loss compensation. Moreover, if the bit rate is increased to 10 Gb/s, the GVD-limited transmission distance drops to 30 km, a value so low that optical amplifiers cannot be used in designing such lightwave systems. It is evident from Eq. (7.1.2) that the relatively large GVD of standard single-mode fibers severely limits the performance of 1.55-\( \mu m \) systems designed to use the existing telecommunication network at a bit rate of 10 Gb/s or more.

A dispersion-management scheme attempts to solve this practical problem. The basic idea behind all such schemes is quite simple and can be understood by using the pulse-propagation equation derived in Section 2.4.1 and written as

\[
\frac{\partial A}{\partial z} + \frac{i\beta_2}{2} \frac{\partial^2 A}{\partial \omega^2} - \frac{\beta_3}{6} \frac{\partial^3 A}{\partial \omega^3} = 0, \tag{7.1.3}
\]

where \( A \) is the pulse-envelope amplitude. The effects of third-order dispersion are included by the \( \beta_3 \) term. In practice, this term can be neglected when \( |\beta_3| \) exceeds 0.1 ps\(^2/\text{km}\). Equation (7.1.3) has been solved in Section 2.4.2, and the solution is given by Eq. (2.4.15). In the specific case of \( \beta_3 = 0 \) the solution becomes

\[
A(z,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{A}(0,\omega) \exp \left( \frac{i \beta_2 \omega^2}{2} - i\omega t \right) d\omega, \tag{7.1.4}
\]
7.2. PRECOMPENSATION SCHEMES

where $\tilde{A}(0, \omega)$ is the Fourier transform of $A(0, t)$.

Dispersion-induced degradation of the optical signal is caused by the phase factor $\exp(i\beta_2 t^2/2)$, acquired by spectral components of the pulse during its propagation in the fiber. All dispersion-management schemes attempt to cancel this phase factor so that the input signal can be restored. Actual implementation can be carried out at the transmitter, at the receiver, or along the fiber link. In the following sections we consider the three cases separately.

7.2 Precompensation Schemes

This approach to dispersion management modifies the characteristics of input pulses at the transmitter before they are launched into the fiber link. The underlying idea can be understood from Eq. (7.1.4). It consists of changing the spectral amplitude $\tilde{A}(0, \omega)$ of the input pulse in such a way that GVD-induced degradation is eliminated, or at least reduced substantially. Clearly, if the spectral amplitude is changed as

$$\tilde{A}(0, \omega) \rightarrow \tilde{A}(0, \omega) \exp(-i\omega^2 \beta_2 L/2),$$

(7.2.1)

where $L$ is the fiber length, GVD will be compensated exactly, and the pulse will retain its shape at the fiber output. Unfortunately, it is not easy to implement Eq. (7.2.1) in practice. In a simple approach, the input pulse is chirped suitably to minimize the GVD-induced pulse broadening. Since the frequency chirp is applied at the transmitter before propagation of the pulse, this scheme is called the prechirp technique.

7.2.1 Prechirp Technique

A simple way to understand the role of prechirping is based on the theory presented in Section 2.4 where propagation of chirped Gaussian pulses in optical fibers is discussed. The input amplitude is taken to be

$$A(0, t) = A_0 \exp \left[ -\frac{1 + iC}{2} \left( \frac{t}{T_0} \right)^2 \right],$$

(7.2.2)

where $C$ is the chirp parameter. As seen in Fig. 2.12, for values of $C$ such that $\beta_2 C < 0$, the input pulse initially compresses in a dispersive fiber. Thus, a suitably chirped pulse can propagate over longer distances before it broadens outside its allocated bit slot. As a rough estimate of the improvement, consider the case in which pulse broadening by a factor of up to $\sqrt{2}$ is acceptable. By using Eq. (2.4.17) with $T_1/T_0 = \sqrt{2}$, the transmission distance is given by

$$L = \frac{C + \sqrt{1 + 2C^2}}{1 + C^2} L_D,$$

(7.2.3)

where $L_D = T_0^2/|\beta_2|$ is the dispersion length. For unchirped Gaussian pulses, $C = 0$ and $L = L_D$. However, $L$ increases by 36% for $C = 1$. Note also that $L < L_D$ for large values of $C$. In fact, the maximum improvement by a factor of $\sqrt{2}$ occurs for
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of the optical carrier can be realized by modulating the current injected into the DFB laser by a small amount (~1 mA). Although such a direct modulation of the DFB laser also modulates the optical power sinusoidally, the magnitude is small enough that it does not interfere with the detection process.

It is clear from Fig. 7.1 that FM of the optical carrier, followed by external AM, generates a signal that consists of chirped pulses. The amount of chirp can be determined as follows. Assuming that the pulse shape is Gaussian, the optical signal can be written as

\[ E(0,t) = A_0 \exp\left(-\frac{t^2}{T_0^2}\right) \exp\left[-i\omega_0(1 + \delta \sin \omega_m t) t\right], \quad (7.2.4) \]

where the carrier frequency \( \omega_0 \) of the pulse is modulated sinusoidally at the frequency \( \omega_m \) with a modulation depth \( \delta \). Near the pulse center, \( \sin(\omega_m t) \approx \omega_m t \), and Eq. (7.2.4) becomes

\[ E(0,t) \approx A_0 \exp\left[-\frac{1 + iC}{2} \left( \frac{t}{T_0} \right)^2\right] \exp(-i\omega_0 t), \quad (7.2.5) \]

where the chirp parameter \( C \) is given by

\[ C = 2\delta \omega_m \omega_0 T_0^2. \quad (7.2.6) \]

Both the sign and magnitude of the chirp parameter \( C \) can be controlled by changing the FM parameters \( \delta \) and \( \omega_m \).

Phase modulation of the optical carrier also leads to a positive chirp, as can be verified by replacing Eq. (7.2.4) with

\[ E(0,t) = A_0 \exp(-t^2/T_0^2) \exp[-i\omega_0 t + i\delta \cos(\omega_m t)] \tag{7.2.7} \]

and using \( \cos x \approx 1 - x^2/2 \). An advantage of the phase-modulation technique is that the external modulator itself can modulate the carrier phase. The simplest solution is to employ an external modulator whose refractive index can be changed electronically in such a way that it imposes a frequency chirp with \( C > 0 \) [6]. As early as 1991, a 5-Gb/s signal was transmitted over 256 km [7] using a LiNbO_3 modulator such that values of \( C \) were in the range 0.6–0.8. These experimental values are in agreement with the Gaussian-pulse theory on which Eq. (7.2.3) is based. Other types of semiconductor modulators, such as an electroabsorption modulator [8] or a Mach–Zehnder (MZ) modulator [10], can also chirp the optical pulse with \( C > 0 \), and have indeed been used to demonstrate transmission beyond the dispersion limit [11]. With the development of DFB lasers containing a monolithically integrated electroabsorption modulator, the implementation of the prechirp technique has become quite practical. In a 1996 experiment, a 10-Gb/s NRZ signal was transmitted over 100 km of standard fiber using such a transmitter [12].

### 7.2.2 Novel Coding Techniques

Simultaneous AM and FM of the optical signal is not essential for dispersion compensation. In a different approach, referred to as dispersion-supported transmission, the frequency-shift keying (FSK) format is used for signal transmission [13]–[17]. The FSK signal is generated by switching the laser wavelength by a constant amount \( \Delta \lambda \).
between 1 and 0 bits while leaving the power unchanged (see Chapter 10). During propagation inside the fiber, the two wavelengths travel at slightly different speeds. The time delay between the 1 and 0 bits is determined by the wavelength shift $\Delta \lambda$ and is given by $\Delta T = D \Delta \lambda$, as shown in Eq. (2.3.4). The wavelength shift $\Delta \lambda$ is chosen such that $\Delta T = 1/B$. Figure 7.2 shows schematically how the one-bit delay produces a three-level optical signal at the receiver. In essence, because of fiber dispersion, the FSK signal is converted into a signal whose amplitude is modulated. The signal can be decoded at the receiver by using an electrical integrator in combination with a decision circuit [13].

Several transmission experiments have shown the usefulness of the dispersion-supported transmission scheme [13]–[15]. All of these experiments were concerned with increasing the transmission distance of a 1.55-μm lightwave system operating at 10 Gb/s or more over the standard fibers. In 1994, transmission of a 10-Gb/s signal over 253 km of standard fiber was realized [13]. By 1998, in a 40-Gb/s field trial, the signal was transmitted over 86 km of standard fiber [15]. These values should be compared with the prediction of Eq. (7.1.2). Clearly, the transmission distance can be improved by a large factor by using the FSK technique when the system is properly designed [17].

Another approach for increasing the transmission distance consists of transmitting an optical signal whose bandwidth at a given bit rate is smaller compared with that of the standard on-off coding technique. One scheme makes use of the duobinary coding, which can reduce the signal bandwidth by 50% [18]. In the simplest duobinary scheme, the two successive bits in the digital bit stream are summed, forming a three-level duobinary code at half the bit rate. Since the GVD-induced degradation depends on the signal bandwidth, the transmission distance should improve for a reduced-bandwidth signal. This is indeed found to be the case experimentally [19]–[24].

In a 1994 experiment designed to compare the binary and duobinary schemes, a
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10-Gb/s signal could be transmitted over distances 30 to 40 km longer by replacing binary coding with duobinary coding [19]. The duobinary scheme can be combined with the prechirping technique. Indeed, transmission of a 10-Gb/s signal over 160 km of a standard fiber has been realized by combining duobinary coding with an external modulator capable of producing a frequency chirp with $C > 0$ [19]. Since chirping increases the signal bandwidth, it is hard to understand why it would help. It appears that phase reversals occurring in practice when a duobinary signal is generated are primarily responsible for improvement realized with duobinary coding [20]. A new dispersion-management scheme, called the phase-shaped binary transmission, has been proposed to take advantage of phase reversals [21]. The use of duobinary transmission increases signal-to-noise requirements and requires decoding at the receiver. Despite these shortcomings, it is useful for upgrading the existing terrestrial lightwave systems to bit rates of 10 Gb/s and more [22]–[24].

7.2.3 Nonlinear Prechirp Techniques

A simple nonlinear prechirp technique, demonstrated in 1989, amplifies the transmitter output using a semiconductor optical amplifier (SOA) operating in the gain-saturation regime [25]–[29]. As discussed in Section 6.2.4, gain saturation leads to time-dependent variations in the carrier density, which, in turn, chirp the amplified pulse through carrier-induced variations in the refractive index. The amount of chirp is given by Eq. (6.2.23) and depends on the input pulse shape. As seen in Fig. 6.8, the chirp is nearly linear over most of the pulse. The SOA not only amplifies the pulse but also chirps it such that the chirp parameter $C > 0$. Because of this chirp, the input pulse can be compressed in a fiber with $\beta_2 < 0$. Such a compression was observed in an experiment in which 40-ps input pulses were compressed to 23 ps when they were propagated over 18 km of standard fiber [25].

The potential of this technique for dispersion compensation was demonstrated in a 1989 experiment by transmitting a 16-Gb/s signal, obtained from a mode-locked

Figure 7.3: Streak-camera traces of the 16-Gb/s signal transmitted over 70 km of standard fiber (a) with and (b) without SOA-induced chirp. Bottom trace shows the background level in each case. (After Ref. [26]; ©1989 IEE; reprinted with permission.)
external-cavity semiconductor laser, over 70 km of fiber [26]. Figure 7.3 compares the streak-camera traces of the signal obtained with and without dispersion compensation. From Eq. (7.1.2), in the absence of amplifier-induced chirp, the transmission distance at 16 Gb/s is limited by GVD to about 14 km for a fiber with $D = 15 \text{ps/(km-nm)}$. The use of the amplifier in the gain-saturation regime increased the transmission distance fivefold, a feature that makes this approach to dispersion compensation quite attractive. It has an added benefit that it can compensate for the coupling and insertion losses that invariably occur in a transmitter by amplifying the signal before it is launched into the optical fiber. Moreover, this technique can be used for simultaneous compensation of fiber losses and GVD if SOAs are used as in-line amplifiers [29].

A nonlinear medium can also be used to prechirp the pulse. As discussed in Section 2.6, the intensity-dependent refractive index chirps an optical pulse through the phenomenon of self-phase modulation (SPM). Thus, a simple prechirp technique consists of passing the transmitter output through a fiber of suitable length before launching it into the fiber link. Using Eq. (2.6.13), the optical signal at the fiber input is given by

$$A(0,t) = \sqrt{P_0(t)} \exp[i\gamma L_m P(t)], \quad (7.2.8)$$

where $P(t)$ is the power of the pulse, $L_m$ is the length of the nonlinear medium, and $\gamma$ is the nonlinear parameter. In the case of Gaussian pulses for which $P(t) = P_0 \exp(-t^2/T_0^2)$, the chirp is nearly linear, and Eq. (7.2.8) can be approximated by

$$A(0,t) \approx \sqrt{P_0} \exp \left[ - \frac{1+\gamma C}{2} \left( \frac{t}{T_0} \right)^2 \right] \exp(-i\gamma L_m R_b), \quad (7.2.9)$$

where the chirp parameter is given by $C = 2\gamma L_m R_b$. For $\gamma > 0$, the chirp parameter $C$ is positive, and is thus suitable for dispersion compensation.

Since $\gamma > 0$ for silica fibers, the transmission fiber itself can be used for chirping the pulse. This approach was suggested in a 1986 study [30]. It takes advantage of higher-order solitons which pass through a stage of initial compression (see Chapter 9). Figure 7.4 shows the GVD-limited transmission distance as a function of the average launch power for 4- and 8-Gb/s lightwave systems. It indicates the possibility of doubling the transmission distance by optimizing the average power of the input signal to about 3 mW.

### 7.3 Postcompensation Techniques

Electronic techniques can be used for compensation of GVD within the receiver. The philosophy behind this approach is that even though the optical signal has been degraded by GVD, one may be able to equalize the effects of dispersion electronically if the fiber acts as a linear system. It is relatively easy to compensate for dispersion if a heterodyne receiver is used for signal detection (see Section 10.1). A heterodyne receiver first converts the optical signal into a microwave signal at the intermediate frequency $\omega_{IF}$ while preserving both the amplitude and phase information. A microwave bandpass filter whose impulse response is governed by the transfer function

$$H(\omega) = \exp[-i(\omega - \omega_{IF})^2/\beta_2 L/2], \quad (7.3.1)$$

where $\beta_2$ is the dispersion parameter of the fiber.
where \( L \) is the fiber length, should restore to its original form the signal received. This conclusion follows from the standard theory of linear systems (see Section 4.3.2) by using Eq. (7.1.4) with \( z = L \). This technique is most practical for dispersion compensation in coherent lightwave systems [31]. In a 1992 transmission experiment, a 31.5-cm-long microstrip line was used for dispersion equalization [32]. Its use made it possible to transmit the 8-Gb/s signal over 188 km of standard fiber having a dispersion of 18.5 ps/(km-nm). In a 1993 experiment, the technique was extended to homodyne detection using single-sideband transmission [33], and the 6-Gb/s signal could be recovered at the receiver after propagating over 270 km of standard fiber. Microstrip lines can be designed to compensate for GVD acquired over fiber lengths as long as 4900 km for a lightwave system operating at a bit rate of 2.5 Gb/s [34].

As discussed in Chapter 10, use of a coherent receiver is often not practical. An electronic dispersion equalizer is much more practical for a direct-detection receiver. A linear electronic circuit cannot compensate GVD in this case. The problem lies in the fact that all phase information is lost during direct detection as a photodetector responds to optical intensity only (see Chapter 4). As a result, no linear equalization technique can recover a signal that has spread outside its allocated bit slot. Nevertheless, several nonlinear equalization techniques have been developed that permit recovery of the degraded signal [35]–[38]. In one method, the decision threshold, normally kept fixed at the center of the eye diagram (see Section 4.3.3), is varied depending on the preceding bits. In another, the decision about a given bit is made after examining the analog waveform over a multiple-bit interval surrounding the bit in question [35]. The main difficulty with all such techniques is that they require electronic logic circuits, which

Figure 7.4: Dispersion-limited transmission distance as a function of launch power for Gaussian \((m = 1)\) and super-Gaussian \((m = 3)\) pulses at bit rates of 4 and 8 Gb/s. Horizontal lines correspond to the linear case. (After Ref. [30]; ©1986 IEE; reprinted with permission.)
must operate at the bit rate and whose complexity increases exponentially with the number of bits over which an optical pulse has spread because of GVD-induced pulse broadening. Consequently, electronic equalization is generally limited to low bit rates and to transmission distances of only a few dispersion lengths.

An optoelectronic equalization technique based on a transversal fiber has also been proposed [39]. In this technique, a power splitter at the receiver splits the received optical signal into several branches. Fiber-optic delay lines introduce variable delays in different branches. The optical signal in each branch is converted into photocurrent by using variable-sensitivity photodetectors, and the summed photocurrent is used by the decision circuit. The technique can extend the transmission distance by about a factor of 3 for a lightwave system operating at 5 Gb/s.

### 7.4 Dispersion-Compensating Fibers

The preceding techniques may extend the transmission distance of a dispersion-limited system by a factor of 2 or so but are unsuitable for long-haul systems for which GVD must be compensated along the transmission line in a periodic fashion. What one needs for such systems is an all-optical, fiber-based, dispersion-management technique [40]. A special kind of fiber, known as the dispersion-compensating fiber (DCF), has been developed for this purpose [41]–[44]. The use of DCF provides an all-optical technique that is capable of compensating the fiber GVD completely if the average optical power is kept low enough that the nonlinear effects inside optical fibers are negligible. It takes advantage of the linear nature of Eq. (7.1.3).

To understand the physics behind this dispersion-management technique, consider the situation in which each optical pulse propagates through two fiber segments, the second of which is the DCF. Using Eq. (7.1.4) for each fiber section consecutively, we obtain

$$A(L,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{A}(0,\omega) \exp \left[ i \omega \left( \beta_{21}L_1 + \beta_{22}L_2 \right) - i\Omega t \right] d\omega,$$

(7.4.1)

where \( L = L_1 + L_2 \) and \( \beta_{2j} \) is the GVD parameter for the fiber segment of length \( L_j \) (\( j = 1, 2 \)). If the DCF is chosen such that the \( \omega^2 \) phase term vanishes, the pulse will recover its original shape at the end of DCF. The condition for perfect dispersion compensation is thus \( \beta_{21}L_1 + \beta_{22}L_2 = 0 \), or

$$D_1L_1 + D_2L_2 = 0.$$

(7.4.2)

Equation (7.4.2) shows that the DCF must have normal GVD at 1.55 \( \mu \)m (\( D_2 < 0 \)) because \( D_1 > 0 \) for standard telecommunication fibers. Moreover, its length should be chosen to satisfy

$$L_2 = -(D_1/D_2)L_1.$$  

(7.4.3)

For practical reasons, \( L_2 \) should be as small as possible. This is possible only if the DCF has a large negative value of \( D_2 \).

Although the idea of using a DCF has been around since 1980 [40], it was only after the advent of optical amplifiers around the 1990 that the development of DCFs
7.4. DISPER SION-COMPENSATING FIBERS

accelerated in pace. There are two basic approaches to designing DCFs. In one approach, the DCF supports a single mode, but it is designed with a relatively small value of the fiber parameter $V$ given in Eq. (2.2.35). As discussed in Section 2.2.3 and seen in Fig. 2.7, the fundamental mode is weakly confined for $V \approx 1$. As a large fraction of the mode propagates inside the cladding layer, where the refractive index is smaller, the waveguide contribution to the GVD is quite different and results in values of $D \sim -100 \text{ ps/(km-nm)}$. A depressed-cladding design is often used in practice for making DCFs [41]–[44]. Unfortunately, DCFs also exhibit relatively high losses because of increase in bending losses ($\alpha = 0.4–0.6 \text{ dB/km}$). The ratio $|D|/\alpha$ is often used as a figure of merit $M$ for characterizing various DCFs [41]. By 1997, DCFs with $M > 250 \text{ ps/(nm-dB)}$ have been fabricated.

A practical solution for upgrading the terrestrial lightwave systems making use of the existing standard fibers consists of adding a DCF module (with 6–8 km of DCF) to optical amplifiers spaced apart by 60–80 km. The DCF compensates GVD while the amplifier takes care of fiber losses. This scheme is quite attractive but suffers from two problems. First, insertion losses of a DCF module typically exceed 5 dB. Insertion losses can be compensated by increasing the amplifier gain but only at the expense of enhanced amplified spontaneous emission (ASE) noise. Second, because of a relatively small mode diameter of DCFs, the effective mode area is only $\sim 20 \mu m^2$. As the optical intensity is larger inside a DCF at a given input power, the nonlinear effects are considerably enhanced [44].

The problems associated with a DCF can be solved to a large extent by using a two-mode fiber designed with values of $V$ such that the higher-order mode is near cutoff ($V \approx 2.5$). Such fibers have almost the same loss as the single-mode fiber but can be designed such that the dispersion parameter $D$ for the higher-order mode has large negative values [45]–[48]. Indeed, values of $D$ as large as $-770 \text{ ps/(km-nm)}$ have been measured for elliptical-core fibers [45]. A 1-km length of such a DCF can compensate the GVD for a 40-km-long fiber link, adding relatively little to the total link loss.

The use of a two-mode DCF requires a mode-conversion device capable of converting the energy from the fundamental mode to the higher-order mode supported by the DCF. Several such all-fiber devices have been developed [49]–[51]. The all-fiber nature of the mode-conversion device is important from the standpoint of compatibility with the fiber network. Moreover, such an approach reduces the insertion loss. Additional requirements on a mode converter are that it should be polarization insensitive and should operate over a broad bandwidth. Almost all practical mode-conversion devices use a two-mode fiber with a fiber grating that provides coupling between the two modes. The grating period $\Lambda$ is chosen to match the mode-index difference $\delta n$ of the two modes ($\Lambda = \lambda / \delta n$) and is typically $\sim 100 \mu m$. Such gratings are called long-period fiber gratings [51]. Figure 7.5 shows schematically a two-mode DCF with two long-period gratings. The measured dispersion characteristics of this DCF are also shown [47]. The parameter $D$ has a value of $-420 \text{ ps/(km-nm)}$ at 1550 nm and changes considerably with wavelength. This is an important feature that allows for broadband dispersion compensation [48]. In general, DCFs are designed such that $|D|$ increases with wavelength. The wavelength dependence of $D$ plays an important role for wavelength-division multiplexed (WDM) systems. This issue is discussed later in Section 7.9.
7.5 Optical Filters

A shortcoming of DCFs is that a relatively long length (> 5 km) is required to compensate the GVD acquired over 50 km of standard fiber. This adds considerably to the link loss, especially in the case of long-haul applications. For this reason, several other all-optical schemes have been developed for dispersion management. Most of them can be classified under the category of optical equalizing filters. Interferometric filters are considered in this section while the next section is devoted to fiber gratings.

The function of optical filters is easily understood from Eq. (7.1.4). Since the GVD affects the optical signal through the spectral phase \( \exp\left(i\frac{\beta_2}{2} \omega^2/2\right) \), it is evident that an optical filter whose transfer function cancels this phase will restore the signal. Unfortunately, no optical filter (except for an optical fiber) has a transfer function suitable for compensating the GVD exactly. Nevertheless, several optical filters have provided partial GVD compensation by mimicking the ideal transfer function. Consider an optical filter with the transfer function \( H(\omega) \). If this filter is placed after a fiber of length \( L \), the filtered optical signal can be written using Eq. (7.1.4) as

\[
A(L, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{A}(0, \omega) H(\omega) \exp \left( i \frac{\beta_2}{2} L \omega^2 - i \omega t \right) d\omega, \tag{7.5.1}
\]

By expanding the phase of \( H(\omega) \) in a Taylor series and retaining up to the quadratic term,

\[
H(\omega) = |H(\omega)| \exp[i\phi(\omega)] \approx |H(\omega)| \exp[i(\phi_0 + \phi_1 \omega + \frac{1}{2} \phi_2 \omega^2)], \tag{7.5.2}
\]

where \( \phi_m = \frac{d^m \phi}{d\omega^m} (m = 0, 1, \ldots) \) is evaluated at the optical carrier frequency \( \omega_0 \). The constant phase \( \phi_0 \) and the time delay \( \phi_1 \) do not affect the pulse shape and can be ignored. The spectral phase introduced by the fiber can be compensated by choosing an optical filter such that \( \phi_2 = -\beta_2 L \). The pulse will recover perfectly only if \( |H(\omega)| = 1 \) and the cubic and higher-order terms in the Taylor expansion in Eq. (7.5.2) are negligible. Figure 7.6 shows schematically how such an optical filter can be combined with optical amplifiers such that both fiber losses and GVD can be compensated simultaneously. Moreover, the optical filter can also reduce the amplifier noise if its bandwidth is much smaller than the amplifier bandwidth.
7.5. OPTICAL FILTERS

Optical filters can be made using an interferometer which, by its very nature, is sensitive to the frequency of the input light and acts as an optical filter because of its frequency-dependent transmission characteristics. A simple example is provided by the Fabry–Perot (FP) interferometer encountered in Sections 3.3.2 and 6.2.1 in the context of a laser cavity. In fact, the transmission spectrum $|H_{FP}|^2$ of a FP interferometer can be obtained from Eq. (6.2.1) by setting $G = 1$ if losses per pass are negligible. For dispersion compensation, we need the frequency dependence of the phase of the transfer function $H(\omega)$, which can be obtained by considering multiple round trips between the two mirrors. A reflective FP interferometer, known as the Gires–Tournois interferometer, is designed with a back mirror that is 100% reflective. Its transfer function is given by [52]

$$H_{FP}(\omega) = H_0 \frac{1 + r \exp(-i\omega T)}{1 + r \exp(i\omega T)}, \quad (7.5.3)$$

where the constant $H_0$ takes into account all losses, $|r|^2$ is the front-mirror reflectivity, and $T$ is the round-trip time within the FP cavity. Since $|H_{FP}(\omega)|$ is frequency independent, only the spectral phase is modified by the FP filter. However, the phase $\phi(\omega)$ of $H_{FP}(\omega)$ is far from ideal. It is a periodic function that peaks at the FP resonances (longitudinal-mode frequencies of Section 3.3.2). In the vicinity of each peak, a spectral region exists in which the phase variation is nearly quadratic. By expanding $\phi(\omega)$ in a Taylor series, $\phi_2$ is given by

$$\phi_2 = 2T^2 r(1 - r)/(1 + r)^3. \quad (7.5.4)$$

As an example, for a 2-cm-long FP cavity with $r = 0.8$, $\phi_2 \approx 2200$ ps$^2$. Such a filter can compensate the GVD acquired over 110 km of standard fiber. In a 1991 experiment [53], such an all-fiber device was used to transmit a 8-Gb/s signal over 130 km of standard fiber. The relatively high insertion loss of 8 dB was compensated by using an optical amplifier. A loss of 6 dB was due to a 3-dB fiber coupler used to separate the reflected signal from the incident signal. This amount can be reduced to about 1 dB using an optical circulator, a three-port device that transfers power one port to another in a circular fashion. Even then, relatively high losses and narrow bandwidths of FP filters limit their use in practical lightwave systems.
A Mach–Zehnder (MZ) interferometer can also act as an optical filter. An all-fiber MZ interferometer can be constructed by connecting two 3-dB directional couplers in series, as shown schematically in Fig. 7.7(b). The first coupler splits the input signal into two equal parts, which acquire different phase shifts if arm lengths are different, before they interfere at the second coupler. The signal may exit from either of the two output ports depending on its frequency and the arm lengths. It is easy to show that the transfer function for the bar port is given by [54]

$$H_{MZ}(\omega) = \frac{1}{2} [1 + \exp(i\omega \tau)],$$  \hspace{1cm} (7.5.5)

where $\tau$ is the extra delay in the longer arm of the MZ interferometer.

A single MZ interferometer does not act as an optical equalizer but a cascaded chain of several MZ interferometers forms an excellent equalizing filter [55]. Such filters have been fabricated in the form of a planar lightwave circuit by using silica waveguides [56]. Figure 7.7(a) shows the device schematically. The device is 52 mm x 71 mm in size and exhibits a chip loss of 8 dB. It consists of 12 couplers with asymmetric arm lengths that are cascaded in series. A chromium heater is deposited on one arm of each MZ interferometer to provide thermo-optic control of the optical phase. The main advantage of such a device is that its dispersion-equalization characteristics can be controlled by changing the arm lengths and the number of MZ interferometers.

The operation of the MZ filter can be understood from the unfolded view shown in Fig. 7.7(b). The device is designed such that the higher-frequency components propagate in the longer arm of the MZ interferometers. As a result, they experience more delay than the lower-frequency components taking the shorter route. The relative delay introduced by such a device is just the opposite of that introduced by an optical fiber in the anomalous-dispersion regime. The transfer function $H(\omega)$ can be obtained an-
Fiber Bragg Gratings

A fiber Bragg grating acts as an optical filter because of the existence of a stop band, the frequency region in which most of the incident light is reflected back [51]. The stop band is centered at the Bragg wavelength $\lambda_B = 2\pi n_A$, where $A$ is the grating period and $\bar{n}$ is the average mode index. The periodic nature of index variations couples the forward- and backward-propagating waves at wavelengths close to the Bragg wavelength and, as a result, provides frequency-dependent reflectivity to the incident signal over a bandwidth determined by the grating strength. In essence, a fiber grating acts as a reflection filter. Although the use of such gratings for dispersion compensation was proposed in the 1980s [60], it was only during the 1990s that fabrication technology advanced enough to make their use practical.

7.6.1 Uniform-Period Gratings

We first consider the simplest type of grating in which the refractive index along the length varies periodically as $n(z) = \bar{n} + n_g \cos(2\pi z/A)$, where $n_g$ is the modulation depth (typically $\sim 10^{-4}$). Bragg gratings are analyzed using the coupled-mode equations that describe the coupling between the forward- and backward-propagating waves at a given frequency $\omega$ and are written as [51]

$$\frac{dA_f}{dz} = i\delta A_f + i\kappa A_b, \quad (7.6.1)$$
$$\frac{dA_b}{dz} = -i\delta A_b - i\kappa A_f, \quad (7.6.2)$$

where $A_f$ and $A_b$ are the spectral amplitudes of the two waves and

$$\delta = \frac{2\pi}{\lambda_0} - \frac{2\pi}{\lambda_B}, \quad \kappa = \frac{\pi n_g \Gamma}{\lambda_B}. \quad (7.6.3)$$

Here $\delta$ is the detuning from the Bragg wavelength, $\kappa$ is the coupling coefficient, and the confinement factor $\Gamma$ is defined as in Eq. (2.2.50).

The coupled-mode equations can be solved analytically owing to their linear nature. The transfer function of the grating, acting as a reflective filter, is found to be [54]

$$H(\omega) = r(\omega) = \frac{A_b(0)}{A_f(0)} = \frac{i\kappa \sin(qL_g)}{q \cos(qL_g) - i\delta \sin(qL_g)}, \quad (7.6.4)$$
where \( q^2 = \delta^2 - \kappa^2 \) and \( L_g \) is the grating length. Figure 7.8 shows the reflectivity \( |H(0)|^2 \) and the phase of \( H(0) \) for \( kL_g = 2 \) and \( 3 \). The grating reflectivity becomes nearly 100% within the stop band for \( kL_g = 3 \). However, as the phase is nearly linear in that region, the grating-induced dispersion exists only outside the stop band. Noting that the propagation constant \( \beta = \beta_H \pm \delta \), where the choice of sign depends on the sign of \( \delta \), and expanding \( \beta \) in a Taylor series as was done in Eq. (2.4.4) for fibers, the dispersion parameters of a fiber grating are given by [54]

\[
\beta_2^z = -\frac{\text{sgn}(\delta) \kappa^2}{(\delta^2 - \kappa^2)^{3/2}}, \quad \beta_4^z = \frac{3|\delta| \kappa^2}{(\delta^2 - \kappa^2)^{5/2}},
\]

where \( v_g \) is the group velocity of the pulse with the carrier frequency \( \omega_0 = 2\pi c/\lambda_0 \).

Figure 7.9 shows how \( \beta_2^z \) varies with the detuning parameter \( \delta \) for values of \( \kappa \) in the range 1 to 10 cm\(^{-1}\). The grating-induced GVD depends on the sign of detuning \( \delta \). The GVD is anomalous on the high-frequency or "blue" side of the stop band where \( \delta \) is positive and the carrier frequency exceeds the Bragg frequency. In contrast, GVD becomes normal (\( \beta_2^z > 0 \)) on the low-frequency or "red" side of the stop band. The red side can be used for compensating the anomalous GVD of standard fibers. Since \( \beta_2^z \) can exceed 1000 ps\(^2\)/cm, a single 2-cm-long grating can be used for compensating the GVD of 100-km fiber. However, the third-order dispersion of the grating, reduced transmission, and rapid variations of \( |H(0)| \) close to the bandgap make use of uniform fiber gratings for dispersion compensation far from being practical.

The problem can be solved by using the apodization technique in which the index change \( n_g \) is made nonuniform across the grating, resulting in \( z \)-dependent \( \kappa \). In practice, such an apodization occurs naturally when an ultraviolet Gaussian beam is used to write the grating holographically [51]. For such gratings, \( \kappa \) peaks in the center and tapers down to zero at both ends. A better approach consists of making a grating such that \( \kappa \) varies linearly over the entire length of the fiber grating. In a 1996 experiment [61], such an 11-cm-long grating was used to compensate the GVD acquired by a 10-Gb/s
signal transmitted over 100 km of standard fiber. The coupling coefficient $\kappa(z)$ varied smoothly from 0 to 6 cm$^{-1}$ over the grating length. Figure 7.10 shows the transmission characteristics of this grating, calculated by solving the coupled-mode equations numerically. The solid curve shows the group delay related to the phase derivative $d\phi/d\omega$ in Eq. (7.5.2). In a 0.1-nm-wide wavelength region near 1544.2 nm, the group delay varies almost linearly at a rate of about 2000 ps/nm, indicating that the grating can compensate for the GVD acquired over 100 km of standard fiber while providing more than 50% transmission to the incident light. Indeed, such a grating compensated GVD over 106 km for a 10-Gb/s signal with only a 2-dB power penalty at a bit-error rate (BER) of $10^{-9}$ [61]. In the absence of the grating, the penalty was infinitely large because of the existence of a BER floor.

Tapering of the coupling coefficient along the grating length can also be used for dispersion compensation when the signal wavelength lies within the stop band and the grating acts as a reflection filter. Numerical solutions of the coupled-mode equations for a uniform-period grating for which $\kappa(z)$ varies linearly from 0 to 12 cm$^{-1}$ over the 12-cm length show that the V-shaped group-delay profile, centered at the Bragg wavelength, can be used for dispersion compensation if the wavelength of the incident signal is offset from the center of the stop band such that the signal spectrum sees a linear variation of the group delay. Such a 8.1-cm-long grating was capable of compensating the GVD acquired over 257 km of standard fiber by a 10-Gb/s signal [62]. Although uniform gratings have been used for dispersion compensation [61]–[64], they suffer from a relatively narrow stop band (typically < 0.1 nm) and cannot be used at high bit rates.
7.6.2 Chirped Fiber Gratings

Chirped fiber gratings have a relatively broad stop band and were proposed for dispersion compensation as early as 1987 [65]. The optical period $n\Lambda$ in a chirped grating is not constant but changes over its length [51]. Since the Bragg wavelength ($\lambda_B = 2n\Lambda$) also varies along the grating length, different frequency components of an incident optical pulse are reflected at different points, depending on where the Bragg condition is satisfied locally. In essence, the stop band of a chirped fiber grating results from overlapping of many mini stop bands, each shifted as the Bragg wavelength shifts along the grating. The resulting stop band can be as wide as a few nanometers.

It is easy to understand the operation of a chirped fiber grating from Fig. 7.11, where the low-frequency components of a pulse are delayed more because of increasing optical period (and the Bragg wavelength). This situation corresponds to anomalous GVD. The same grating can provide normal GVD if it is flipped (or if the light is incident from the right). Thus, the optical period $n\Lambda$ of the grating should decrease for it to provide normal GVD. From this simple picture, the dispersion parameter $D_g$ of a chirped grating of length $L_g$ can be determined by using the relation $T_R = D_g L_g \Delta \lambda$, where $T_R$ is the round-trip time inside the grating and $\Delta \lambda$ is the difference in the Bragg wavelengths at the two ends of the grating. Since $T_R = 2nL_g/c$, the grating dispersion is given by a remarkably simple expression,

$$D_g = 2n/c(\Delta \lambda).$$

(7.6.6)

As an example, $D_g \approx 5 \times 10^7$ ps/(km-nm) for a grating bandwidth $\Delta \lambda = 0.2$ nm. Because of such large values of $D_g$, a 10-cm-long chirped grating can compensate for the GVD acquired over 300 km of standard fiber.

Figure 7.10: Transmittivity (dashed curve) and time delay (solid curve) as a function of wavelength for a uniform-pitch grating for which $k(z)$ varies linearly from 0 to 6 cm$^{-1}$ over the 11-cm length. (After Ref. [61]; ©1996 IEE; reprinted with permission.)
Chirped fiber gratings have been fabricated by using several different methods [51]. It is important to note that it is the optical period $\tilde{n}A$ that needs to be varied along the grating ($z$ axis), and thus chirping can be induced either by varying the physical grating period $\Lambda$ or by changing the effective mode index $\tilde{n}$ along $z$. In the commonly used dual-beam holographic technique, the fringe spacing of the interference pattern is made nonuniform by using dissimilar curvatures for the interfering wavefronts [66], resulting in $\Lambda$ variations. In practice, cylindrical lenses are used in one or both arms of the interferometer. In a double-exposure technique [67], a moving mask is used to vary $\tilde{n}$ along $z$ during the first exposure. A uniform-period grating is then written over the same section of the fiber by using the phase-mask technique. Many other variations are possible. For example, chirped fiber gratings have been fabricated by tilting or stretching the fiber, by using strain or temperature gradients, and by stitching together multiple uniform sections.

The potential of chirped fiber gratings for dispersion compensation was demonstrated during the 1990s in several transmission experiments [68]–[73]. In 1994, GVD compensation over 160 km of standard fiber at 10 and 20 Gb/s was realized [69]. In 1995, a 12-cm-long chirped grating was used to compensate GVD over 270 km of fiber at 10 Gb/s [70]. Later, the transmission distance was increased to 400 km using a 10-cm-long apodized chirped fiber grating [71]. This is a remarkable performance by an optical filter that is only 10 cm long. Note also from Eq. (7.1.2) that the transmission distance is limited to only 20 km in the absence of dispersion compensation.

Figure 7.12 shows the measured reflectivity and the group delay (related to the phase derivative $d\phi/d\omega$) as a function of the wavelength for the 10-cm-long grating with a bandwidth $\Delta\lambda = 0.12$ nm chosen to ensure that the 10-Gb/s signal fits within the stop band of the grating. For such a grating, the period $\Lambda$ changes by only 0.008% over its entire length. Perfect dispersion compensation occurs in the spectral range

![Figure 7.11: Dispersion compensation by a linearly chirped fiber grating](image-url)
over which \(d\phi/d\omega\) varies linearly. The slope of the group delay (about 5000 ps/nm) is a measure of the dispersion-compensation capability of the grating. Such a grating can recover the 10-Gb/s signal by compensating the GVD acquired over 400 km of the standard fiber. The chirped grating should be apodized in such a way that the coupling coefficient peaks in the middle but vanishes at the grating ends. The apodization is essential to remove the ripples that occur for gratings with a constant \(\kappa\).

It is clear from Eq. (7.6.6) that \(D_g\) of a chirped grating is ultimately limited by the bandwidth \(\Delta\lambda\) over which GVD compensation is required, which in turn is determined by the bit rate \(B\). Further increase in the transmission distance at a given bit rate is possible only if the signal bandwidth is reduced or a prechirp technique is used at the transmitter. In a 1996 system trial [72], prechirping of the 10-Gb/s optical signal was combined with the two chirped fiber gratings, cascaded in series, to increase the transmission distance to 537 km. The bandwidth-reduction technique can also be combined with the grating. As discussed in Section 7.3, a duobinary coding scheme can reduce the bandwidth by up to 50%. In a 1996 experiment, the transmission distance of a 10-Gb/s signal was extended to 700 km by using a 10-cm-long chirped grating in combination with a phase-alternating duobinary scheme [73]. The grating bandwidth was reduced to 0.073 nm, too narrow for the 10-Gb/s signal but wide enough for the reduced-bandwidth duobinary signal.

The main limitation of chirped fiber gratings is that they work as a reflection filter. A 3-dB fiber coupler is sometimes used to separate the reflected signal from the incident one. However, its use imposes a 6-dB loss that adds to other insertion losses. An optical circulator can reduce insertion losses to below 2 dB and is often used in practice. Several other techniques can be used. Two or more fiber gratings can be combined to form a transmission filter, which provides dispersion compensation with relatively low insertion losses [74]. A single grating can be converted into a transmission filter by introducing a phase shift in the middle of the grating [75]. A Moiré grating, formed by superimposing two chirped gratings formed on the same piece of fiber, also has a

Figure 7.12: Measured reflectivity and time delay for a linearly chirped fiber grating with a bandwidth of 0.12 nm. (After Ref. [73]; ©1996 IEEE; reprinted with permission.)
transmission peak within its stop band [76]. The bandwidth of such transmission filters is relatively small.

### 7.6.3 Chirped Mode Couplers

This subsection focuses on two fiber devices that can act as a transmission filter suitable for dispersion compensation. A chirped mode coupler is an all-fiber device designed using the concept of chirped distributed resonant coupling [77]. Figure 7.13 shows the operation of two such devices schematically. The basic idea behind a chirped mode coupler is quite simple [78]. Rather than coupling the forward and backward propagating waves of the same mode (as is done in a fiber grating), the chirped grating couples the two spatial modes of a dual-mode fiber. Such a device is similar to the mode converter discussed in Section 7.4 in the context of a DCF except that the grating period is varied linearly over the fiber length. The signal is transferred from the fundamental mode to a higher-order mode by the grating, but different frequency components travel different lengths before being transferred because of the chirped nature of the grating that couples the two modes. If the grating period increases along the coupler length, the coupler can compensate for the fiber GVD. The signal remains propagating in the forward direction, but ends up in a higher-order mode of the coupler. A uniform-grating mode converter can be used to reconvert the signal back into the fundamental mode.

A variant of the same idea uses the coupling between the fundamental modes of a dual-core fiber with dissimilar cores [79]. If the two cores are close enough, evanescent-wave coupling between the modes leads to a transfer of energy from one core to another, similar to the case of a directional coupler. When the spacing between the cores is linearly tapered, such a transfer takes place at different points along the fiber, depending on the frequency of the propagating signal. Thus, a dual-core fiber with the linearly tapered core spacing can compensate for fiber GVD. Such a device keeps the signal propagating in the forward direction, although it is physically transferred to the neighboring core. This scheme can also be implemented in the form of
a compact device by using semiconductor waveguides since the supermodes of two coupled waveguides exhibit a large amount of GVD that is also tunable [80].

7.7 Optical Phase Conjugation

Although the use of optical phase conjugation (OPC) for dispersion compensation was proposed in 1979 [81], it was only in 1993 that the OPC technique was implemented experimentally; it has attracted considerable attention since then [82]-[103]. In contrast with other optical schemes discussed in this chapter, the OPC is a nonlinear optical technique. This section describes the principle behind it and discusses its implementation in practical lightwave systems.

7.7.1 Principle of Operation

The simplest way to understand how OPC can compensate the GVD is to take the complex conjugate of Eq. (7.1.3) and obtain

\[
\frac{\partial A^*}{\partial z} - \frac{ib_2}{2} \frac{\partial^2 A^*}{\partial t^2} - \frac{b_2}{6} \frac{\partial^3 A^*}{\partial t^3} = 0. \tag{7.7.1}
\]

A comparison of Eqs. (7.1.3) and (7.7.1) shows that the phase-conjugated field \(A^*\) propagates with the sign reversed for the GVD parameter \(b_2\). This observation suggests immediately that, if the optical field is phase-conjugated in the middle of the fiber link, the dispersion acquired over the first half will be exactly compensated in the second-half section of the link. Since the \(b_2\) term does not change sign on phase conjugation, OPC cannot compensate for the third-order dispersion. In fact, it is easy to show, by keeping the higher-order terms in the Taylor expansion in Eq. (2.4.4), that OPC compensates for all even-order dispersion terms while leaving the odd-order terms unaffected.

The effectiveness of midspan OPC for dispersion compensation can also be verified by using Eq. (7.1.4). The optical field just before OPC is obtained by using \(z = L/2\) in this equation. The propagation of the phase-conjugated field \(A^*\) in the second-half section then yields

\[
A^*(L,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{A}^*(L/2, \omega) \exp \left( \frac{i}{4} b_2 L \omega^2 - i\omega t \right) d\omega, \tag{7.7.2}
\]

where \(\tilde{A}^*(L/2, \omega)\) is the Fourier transform of \(A^*(L/2, t)\) and is given by

\[
\tilde{A}^*(L/2, \omega) = \tilde{A}^*(0, -\omega) \exp(-i\omega^2 b_2 L/4). \tag{7.7.3}
\]

By substituting Eq. (7.7.3) in Eq. (7.7.2), one finds that \(A(L, t) = A^*(0, t)\). Thus, except for a phase reversal induced by the OPC, the input field is completely recovered, and the pulse shape is restored to its input form. Since the signal spectrum after OPC becomes the mirror image of the input spectrum, the OPC technique is also referred to as midspan spectral inversion.
7.7.2 Compensation of Self-Phase Modulation

As discussed in Section 2.6, the nonlinear phenomenon of SPM leads to fiber-induced chirping of the transmitted signal. Section 7.3 indicated that this chirp can be used to advantage with a proper design. Optical solitons also use the SPM to their advantage (see Chapter 9). However, in most lightwave systems, the SPM-induced nonlinear effects degrade the signal quality, especially when the signal is propagated over long distances using multiple optical amplifiers (see Section 6.5).

The OPC technique differs from all other dispersion-compensation schemes in one important way: Under certain conditions, it can compensate simultaneously for both the GVD and SPM. This feature of OPC was noted in the early 1980s [104] and has been studied extensively after 1993 [97]. It is easy to show that both the GVD and SPM are compensated perfectly in the absence of fiber losses. Pulse propagation in a lossy fiber is governed by Eq. (5.3.1) or

\[
\frac{\partial A}{\partial z} + i\beta_2 \frac{\partial^2 A}{\partial t^2} = i|A|^2 A - \frac{\alpha}{2} A, \quad (7.7.4)
\]

where the \( \beta_2 \) term is neglected and \( \alpha \) accounts for the fiber losses. When \( \alpha = 0 \), \( A^* \) satisfies the same equation when we take the complex conjugate of Eq. (7.7.4) and change \( z \) to \(-z\). As a result, midspan OPC can compensate for SPM and GVD simultaneously.

Fiber losses destroy this important property of midspan OPC. The reason is intuitively obvious if we note that the SPM-induced phase shift is power dependent. As a result, much larger phase shifts are induced in the first-half of the link than the second half, and OPC cannot compensate for the nonlinear effects. Equation (7.7.4) can be used to study the impact of fiber losses. By making the substitution

\[
A(z, t) = B(z, t) \exp(-\alpha z/2), \quad (7.7.5)
\]

Eq. (7.7.4) can be written as

\[
\frac{\partial B}{\partial z} + i\beta_2 \frac{\partial^2 B}{\partial t^2} = i\gamma(z)|B|^2 B, \quad (7.7.6)
\]

where \( \gamma(z) = \gamma \exp(-\alpha z) \). The effect of fiber losses is mathematically equivalent to the loss-free case but with a \( z \)-dependent nonlinear parameter. By taking the complex conjugate of Eq. (7.7.6) and changing \( z \) to \(-z\), it is easy to see that perfect SPM compensation can occur only if \( \gamma(z) = \gamma(L - z) \). This condition cannot be satisfied when \( \alpha \neq 0 \).

One may think that the problem can be solved by amplifying the signal after OPC so that the signal power becomes equal to the input power before it is launched in the second-half section of the fiber link. Although such an approach reduces the impact of SPM, it does not lead to perfect compensation of it. The reason can be understood by noting that propagation of a phase-conjugated signal is equivalent to propagating a time-reversed signal [105]. Thus, perfect SPM compensation can occur only if the power variations are symmetric around the midspan point where the OPC is performed.
so that $\gamma(z) = \gamma(L - z)$ in Eq. (7.7.6). Optical amplification does not satisfy this property. One can come close to SPM compensation if the signal is amplified often enough that the power does not vary by a large amount during each amplification stage. This approach is, however, not practical because it requires closely spaced amplifiers.

Perfect compensation of both GVD and SPM can be realized by using dispersion-decreasing fibers for which $\beta_2$ decreases along the fiber length. To see how such a scheme can be implemented, assume that $\beta_2$ in Eq. (7.7.6) is a function of $z$. By making the transformation

$$\xi = \int_0^z \gamma(z) \, dz,$$

Eq. (7.7.6) can be written as [97]

$$\frac{\partial B}{\partial \xi} + \frac{i}{2} \frac{\partial^2 B}{\partial \xi^2} = i |B|^2 B,$$

where $b(\xi) = \beta_2(\xi)/\gamma(\xi)$. Both GVD and SPM are compensated if $b(\xi) = b(\xi_L - \xi)$, where $\xi_L$ is the value of $\xi$ at $z = L$. This condition is automatically satisfied when the dispersion decreases in exactly the same way as $\gamma(z)$ so that $\beta_2(\xi) = \gamma(\xi)$ and $b(\xi) = 1$. Since fiber losses make $\gamma(z)$ to decrease exponentially as $\exp(-\alpha z)$, both GVD and SPM can be compensated exactly in a dispersion-decreasing fiber whose GVD decreases as $\exp(-\alpha z)$. This approach is quite general and applies even when in-line amplifiers are used.

### 7.7.3 Phase-Conjugated Signal

The implementation of the midspan OPC technique requires a nonlinear optical element that generates the phase-conjugated signal. The most commonly used method makes use of four-wave mixing (FWM) in a nonlinear medium. Since the optical fiber itself is a nonlinear medium, a simple approach is to use a few-kilometer-long fiber especially designed to maximize the FWM efficiency.

The FWM phenomenon in optical fibers has been studied extensively [106]. Its use requires injection of a pump beam at a frequency $\omega_p$ that is shifted from the signal frequency $\omega_s$ by a small amount ($\sim 0.5$ THz). The fiber nonlinearity generates the phase-conjugated signal at the frequency $\omega_c = 2\omega_p - \omega_s$ provided that the phase-matching condition $k_c = 2k_p - k_s$ is approximately satisfied, where $k_j = n(\omega_j)\omega_j/c$ is the wave number for the optical field of frequency $\omega_j$. The phase-matching condition can be approximately satisfied if the zero-dispersion wavelength of the fiber is chosen to coincide with the pump wavelength. This was the approach adopted in the 1993 experiments in which the potential of OPC for dispersion compensation was first demonstrated. In one experiment [82], the 1546-nm signal was phase conjugated by using FWM in a 23-km-long fiber with pumping at 1549 nm. The 6-Gb/s signal was transmitted over 152 km of standard fiber in a coherent transmission experiment employing the FSK format. In another experiment [83], a 10-Gb/s signal was transmitted over 360 km. The midspan OPC was performed in a 21-km-long fiber by using a pump laser whose wavelength was tuned exactly to the zero-dispersion wavelength of the fiber. The pump and signal wavelengths differed by 3.8 nm. Figure 7.14 shows the
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Figure 7.14: Experimental setup for dispersion compensation through midspan spectral inversion in a 21-km-long dispersion-shifted fiber. (After Ref. [83]; ©1993 IEEE; reprinted with permission.)

experimental setup. A bandpass filter (BPF) is used to separate the phase-conjugated signal from the pump.

Several factors need to be considered while implementing the midspan OPC technique in practice. First, since the signal wavelength changes from \( \omega_s \) to \( \omega_c = 2\omega_p - \omega_s \) at the phase conjugator, the GVD parameter \( \beta_2 \) becomes different in the second-half section. As a result, perfect compensation occurs only if the phase conjugator is slightly offset from the midpoint of the fiber link. The exact location \( L_p \) can be determined by using the condition \( \beta_2(\omega_s)L_p = \beta_2(\omega_c)(L - L_p) \), where \( L \) is the total link length. By expanding \( \beta_2(\omega_c) \) in a Taylor series around the signal frequency \( \omega_s \), \( L_p \) is found to be

\[
\frac{L_p}{L} = \frac{\beta_2 + \delta_c \beta_3}{2\beta_2 + \delta_c \beta_3}
\]  

(7.7.9)

where \( \delta_c = \omega_c - \omega_s \) is the frequency shift of the signal induced by the OPC technique. For a typical wavelength shift of 6 nm, the phase-conjugator location changes by about 1%. The effect of residual dispersion and SPM in the phase-conjugation fiber itself can also affect the placement of phase conjugator [94].

A second factor that needs to be addressed is that the FWM process in optical fibers is polarization sensitive. As signal polarization is not controlled in optical fibers, it varies at the OPC in a random fashion. Such random variations affect the FWM efficiency and make the standard FWM technique unsuitable for practical purposes. Fortunately, the FWM scheme can be modified to make it polarization insensitive. In one approach, two orthogonally polarized pump beams at different wavelengths, located symmetrically on the opposite sides of the zero-dispersion wavelength \( \lambda_{ZD} \) of the fiber, are used [85]. This scheme has another advantage: the phase-conjugate wave can be generated at the frequency of the signal itself by choosing \( \lambda_{ZD} \) such that it coincides
with the signal frequency. This feature follows from the relation \( \omega_c = \omega_{p1} + \omega_{p2} - \omega_s \), where \( \omega_{p1} \neq \omega_{p2} \). Polarization insensitivity of OPC can also be realized by using a single pump in combination with a fiber grating and an orthoconjugate mirror [90], but the device works in the reflective mode and requires the separation of the conjugate wave from the signal by using a 3-dB coupler or an optical circulator.

The relatively low efficiency of the OPC process in optical fibers is also of some concern. Typically, the conversion efficiency \( \eta_c \) is below 1%, making it necessary to amplify the phase-conjugated signal [83]. Effectively, the insertion loss of the phase conjugator exceeds 20 dB. However, the FWM process is not inherently a low-efficiency process and, in principle, it can even provide net gain [106]. Indeed, the analysis of the FWM equations shows that \( \eta_c \) increases considerably by increasing the pump power while decreasing the signal power; it can even exceed 100% by optimizing the power levels and the pump-signal wavelength difference [92]. High pump powers are often avoided because of the onset of stimulated Brillouin scattering (SBS). However, SBS can be suppressed by modulating the pump at a frequency \( \sim 100 \, \text{MHz} \). In a 1994 experiment, 35% conversion efficiency was realized by using this technique [107].

The FWM process in a semiconductor optical amplifier (SOA) has also been used to generate the phase-conjugated signal for dispersion compensation. This approach was first used in a 1993 experiment to demonstrate transmission of a 2.5-Gb/s signal, obtained through direct modulation of a semiconductor laser, over 100 km of standard fiber [84]. Later, in a 1995 experiment the same approach was used for transmitting a 40-Gb/s signal over 200 km of standard fiber [93]. The possibility of highly non-degenerate FWM inside SOAs was suggested in 1987, and this technique is used extensively in the context of wavelength conversion [108]. Its main advantage is that the phase-conjugated signal can be generated in a device of 1-mm length. The conversion efficiency is also typically higher than that of FWM in an optical fiber because of amplification, although this advantage is offset by the relatively large coupling losses resulting from the need to couple the signal back into the fiber. By a proper choice of the pump-signal detuning, conversion efficiencies of more than 100% (net gain for the phase-conjugated signal) have been realized for FWM in SOAs [109].

A periodically poled LiNbO\(_3\) waveguide has also been used to make a wideband spectral inverter [102]. The phase-conjugated signal is generated using cascaded second-order nonlinear processes, which are quasi-phase-matched through periodic poling of the crystal. Such an OPC device exhibited only 7-dB insertion losses and was capable of compensating dispersion of four 10-Gb/s channels simultaneously over 150 km of standard fiber. The system potential of the OPC technique was demonstrated in a 1999 field trial in which a FWM-based phase conjugator was used to compensate the GVD of a 40-Gb/s signal over 140 km of standard fiber [100]. In the absence of OPC, the 40-Gb/s signal cannot be transmitted over more than 7 km as deduced from Eq. (7.1.2).

Most of the experimental work on dispersion compensation has considered transmission distances of several hundred kilometers. For long-haul applications, one may ask whether the OPC technique can compensate the GVD acquired over thousands of kilometers in fiber links which use amplifiers periodically for loss compensation. This question has been studied mainly through numerical simulations. In one set of simulations, a 10-Gb/s signal could be transmitted over 6000 km when the average launch
power was kept below 3 mW to reduce the effects of fiber nonlinearity [95]. In another study, the amplifier spacing was found to play an important role; transmission over 9000 km was feasible by keeping the amplifiers 40 km apart [98]. The choice of the operating wavelength with respect to the zero-dispersion wavelength was also critical. In the anomalous-dispersion region ($\beta_2 < 0$), the periodic variation of the signal power along the fiber link can lead to the generation of additional sidebands through the phenomenon of modulation instability [10]. This instability can be avoided if the dispersion parameter is relatively large [$D > 10 \text{ ps/(km-nm)}$]. This is the case for standard fibers near 1.55 $\mu$m. It should be remarked that the maximum transmission distance depends critically on many factors, such as the FWM efficiency, the input power, and the amplifier spacing, and may decrease to below 3000 km, depending on the operating parameters [96].

The use of OPC for long-haul lightwave systems requires periodic use of optical amplifiers and phase conjugators. These two optical elements can be combined into one by using parametric amplifiers, which not only generate the phase-conjugated signal through the FWM process but also amplify it. The analysis of such a long-haul system shows that 20- to 30-ps input pulses can travel over thousands of kilometers despite a high GVD; the total transmission distance can exceed 15,000 km for dispersion-shifted fibers with $\beta_2 = -2 \text{ ps}^2/\text{km}$ near 1.55 $\mu$m [111]. The phase-conjugation technique is not used in practice as parametric amplifiers are not yet available commercially. The next section focuses on the techniques commonly used for dispersion management in long-haul systems.

### 7.8 Long-Haul Lightwave Systems

This chapter has so far focused on lightwave systems in which dispersion management helps to extend the transmission distance from a value of ~10 km to a few hundred kilometers. The important question is how dispersion management can be used for long-haul systems for which transmission distance is several thousand kilometers. If the optical signal is regenerated electronically every 100–200 km, all techniques discussed in this chapter should work well since the nonlinear effects do not accumulate over long lengths. In contrast, if the signal is maintained in the optical domain over the entire link by using periodic amplification, the nonlinear effects such as SPM, cross-phase modulation (XPM), and FWM [106] would limit the system ultimately. Indeed, the impact of nonlinear effects on the performance of dispersion-managed systems has been a subject of intense study [112]-[137]. In this section we focus on long-haul lightwave systems in which the loss and dispersion-management schemes are used simultaneously.

#### 7.8.1 Periodic Dispersion Maps

In the absence of the nonlinear effects, total GVD accumulated over thousands of kilometers can be compensated at the receiver end without degrading the system performance. The reason is that each optical pulse recovers its original position within the bit slot for a linear system (except for the amplifier-induced timing jitter) even if it was
spread over several bit slots before the GVD was compensated. This is not the case when nonlinear effects cannot be neglected. The nonlinear interaction among optical pulses of the same channel (intrachannel effects), and among pulses of neighboring channels in a WDM system (interchannel effects), degrade the signal quality to the extent that the GVD compensation at the receiver alone fails to work for long-haul systems.

A simple solution is provided by the technique of periodic dispersion management. The underlying idea is quite simple and consists of mixing fibers with positive and negative GVDs in a periodic fashion such that the total dispersion over each period is close to zero. The simplest scheme uses just two fibers of opposite dispersions and lengths with the average dispersion

$$D = (D_1 L_1 + D_2 L_2)/L_m,$$  \hspace{1cm} (7.8.1)

where $D_j$ is the dispersion of the fiber section of length $L_j$ ($j = 1, 2$) and $L_m = L_1 + L_2$ is the period of dispersion map, also referred to as the map period. If $D$ is nearly zero, dispersion is compensated over each map period. The length $L_m$ is a free design parameter that can be chosen to meet the system-performance requirements. In practice, it is common to choose $L_m$ to be equal to the amplifier spacing $L_A$ as this choice simplifies the system design. Typically $L_m = L_A \approx 80$ km for terrestrial lightwave systems but is reduced to about 50 km for submarine systems.

Because of cost considerations, most laboratory experiments use a fiber loop in which the optical signal is forced to recirculate many times to simulate a long-haul
7.8. LONG-HAUL LIGHTWAVE SYSTEMS

lightwave system. Figure 7.15 shows such a recirculating fiber loop schematically. It was used to demonstrate transmission of a 10-Gb/s signal over a distance of up to 10,000 km over standard fibers with periodic loss and dispersion management [135]. Two optical switches determine how long a pseudorandom bit stream circulates inside the loop before it reaches the receiver. The loop length and the number of round trips determine the total transmission distance. The loop length is typically 300–500 km. The length of DCF is chosen in accordance with Eq. (7.8.1) and is set to 

$$L_2 = -D_1 L_1 / D_2$$

for complete compensation ($D = 0$). An optical bandpass filter is also inserted inside the loop to reduce the effects of amplifier noise.

7.8.2 Simple Theory

The major nonlinear phenomenon affecting the performance of a single-channel system is SPM. As before, the propagation of an optical bit stream inside a dispersion-managed system is governed by the nonlinear Schrödinger (NLS) equation [Eq. (7.7.4)]:

$$i \frac{\partial A}{\partial z} - \frac{\beta_2}{2} \frac{\partial^2 A}{\partial t^2} + \gamma |A|^2 A = - \frac{i \alpha}{2} A,$$

(7.8.2)

with the main difference that $\beta_2$, $\gamma$, and $\alpha$ are now periodic functions of $z$ because of their different values in two or more fiber sections used to form the dispersion map. Loss compensation at lumped amplifiers can be included by changing the loss parameter suitably at the amplifier locations.

In general, Eq. (7.8.2) is solved numerically to study the performance of dispersion-managed systems [120]–[129]. It is useful to eliminate the last term in this equation with the transformation [see Eq. (7.7.5)]

$$A(z,t) = B(z,t) \exp \left[ - \frac{1}{2} \int_0^z \alpha(z) dz \right].$$

(7.8.3)

Equation (7.8.2) then takes the form

$$i \frac{\partial B}{\partial z} - \frac{\beta_2(z)}{2} \frac{\partial^2 B}{\partial t^2} + \tilde{\gamma}(z) |B|^2 B = 0,$$

(7.8.4)

where power variations along the dispersion-managed fiber link are included through a periodically varying nonlinear parameter $\tilde{\gamma}(z) = \gamma \exp[- \int_0^z \alpha(z) dz]$.

Considerable insight into the design of a dispersion-managed system can be gained by solving Eq. (7.8.4) with a variational approach [123]. Its use is based on the observation that a chirped Gaussian pulse maintains its functional form in the linear case ($\gamma = 0$) although its amplitude, width, and chirp change with propagation (see Section 2.4). Since the nonlinear effects are relatively weak locally in each fiber section compared with the dispersive effects, the pulse shape is likely to retain its Gaussian shape. One can thus assume that the pulse evolves along the fiber in the form of a chirped Gaussian pulse such that

$$B(z,t) = a \exp[- (1 + iC)t^2 / 2T^2 + i\phi],$$

(7.8.5)
where $a$ is the amplitude, $T$ is the width, $C$ is the chirp, and $\phi$ is the phase. All four parameters vary with $z$. The variational method is useful to find the $z$ dependence of these parameters. It makes use of the fact that Eq. (7.8.4) can be derived from the Euler–Lagrange equation using the following Lagrangian density:

$$L_{\text{den}} = \frac{i}{2} \left( \beta \frac{\partial B^*}{\partial z} - \beta^* \frac{\partial B}{\partial z} \right) + \frac{1}{2} \left[ \rho(z) B^2 - \beta_2(z) \left| \frac{\partial B}{\partial t} \right|^2 \right].$$

(7.8.6)

Following the variational method, we can find the evolution equations for the four parameters $a$, $T$, $C$, and $\phi$. The phase equation can be ignored as it is not coupled to the other three equations. The amplitude equation can be integrated to find that the combination $a^2 T$ does not vary with $z$ and is related to the input pulse energy $E_0$ as $a^2 T = \sqrt{\pi} E_0$. Thus, one only needs to solve the following two coupled equations:

$$\frac{dT}{dz} = \frac{\beta C}{T},$$

(7.8.7)

$$\frac{dC}{dz} = \frac{\rho E_0}{2\sqrt{\pi} T^2} + (1 + C^2) \frac{\beta_2}{T^2}.$$  

(7.8.8)

Consider first the linear case by setting $\gamma = 0$. Noting that the ratio $(1 + C^2)/T^2$ is related to the spectral width of the pulse that remains constant in a linear medium, we can replace it by its initial value $(1 + C_0^2)/T_0^2$, where $T_0$ and $C_0$ are the width and the chirp of input pulses before they are launched into the dispersion-managed fiber link. Equations (7.8.7) and (7.8.8) can now be solved analytically and have the following general solution:

$$T^2(z) = T_0^2 + 2 \int_0^z \beta_2(z) C(z) dz, \quad C(z) = C_0 + \frac{1 + C_0^2}{T_0^2} \int_0^z \beta_2(z) dz.$$  

(7.8.9)

This solution looks complicated but is easy to perform the integrations for a two-section dispersion map. In fact, the values of $T$ and $C$ at the end of the first map period ($z = L_m$) are given by

$$T_1 = T_0 \left[ (1 + C_0 d)^2 + d^2 \right]^{1/2}, \quad C_1 = C_0 + (1 + C_0^2) d,$$

(7.8.10)

where $d = \beta_2 L_m/T_0^2$ and $\beta_2$ is the average GVD value. This is exactly what one would expect from the theory of Section 2.4. It is easy to see that when $\beta_2 = 0$, both $T$ and $C$ return to their input values at the end of each map period, as they should for a linear medium. When the average GVD of the dispersion-managed link is not zero, $T$ and $C$ change after each map period, and pulse evolution is not periodic.

When the nonlinear term is not negligible, the pulse parameters do not return to their input values for perfect GVD compensation ($d = 0$). It was noted in several experiments that the nonlinear system performs best when GVD compensation is only 90–95% so that some residual dispersion remains after each map period. In fact, if the input pulse is initially chirped such that $\beta_2 C < 0$, the pulse at the end of the fiber link may be shorter than the input pulse. This behavior is expected for a linear system (see Section 2.4) and follows from Eq. (7.8.10) for $C_0 d < 0$. It also persists for weakly
nonlinear systems. This observation has led to the adoption of the CRZ (chirped RZ) format for dispersion-managed fiber links. If the dispersion map is made such that the pulse broadens in the first section and compresses in the second section, the impact of the nonlinear effects can be reduced significantly. The reason is as follows: The pulse peak power is reduced considerably in the first section because of rapid broadening of chirped pulses, while in the second section it is lower because of the accumulated fiber losses. Such dispersion-managed links are called quasi-linear transmission links [127]. The solution given in Eq. (7.8.9) applies reasonably well for such links. As optical pulses spread considerably outside their assigned bit slot over a considerable fraction of each map period, their overlapping can degrade the system performance when the nonlinear effects are not negligible. These effects are considered in the next section.

If the input peak power is so large that a quasi-linear situation cannot be realized, one must solve Eqs. (7.8.7) and (7.8.8) with the nonlinear term included. No analytic solution is possible in this case. However, one can find periodic solutions of these equations numerically by imposing the periodic boundary conditions

\[ T(L_m) = T_0, \quad C(L_m) = C_0, \]  

(7.8.11)

which ensure that the pulse recovers its initial shape at the end of each map period. Such pulses propagate through the dispersion-managed link in a periodic fashion and are called dispersion-managed solitons because they exhibit soliton-like features. This case is discussed in Chapter 9.

### 7.8.3 Intrachannel Nonlinear Effects

The nonlinear effects play an important role in dispersion-managed systems, especially because they are enhanced within the DCF because of its reduced effective core area. Placement of the amplifier after the DCF helps since the signal is then weak enough that the nonlinear effects are less important in spite of the small effective area of DCFs. The optimization of system performance using different dispersion maps has been a subject of intense study. In a 1994 experiment, a 1000-km-long fiber loop containing 31 fiber amplifiers was used to study three different dispersion maps [112]. The maximum transmission distance of 12,000 km was realized for the case in which short sections of normal GVD fibers were used to compensate for the anomalous GVD of long sections. In a 1995 experiment, a 80-Gb/s signal, obtained by multiplexing eight 10-Gb/s channels with 0.8-nm channel spacing, was propagated inside a recirculating fiber loop [114]. The total transmission distance was limited to 1171 km because of various nonlinear effects.

Perfect compensation of GVD in each map period is not the best solution in the presence of nonlinear effects. A numerical approach is often used to optimize the design of dispersion-managed systems [115]–[124]. In general, local GVD should be kept relatively large to suppress the nonlinear effects, while minimizing the average dispersion for all channels. In a 1998 experiment, a 40-Gb/s signal was transmitted over 2000 km of standard fiber using a novel dispersion map [125]. The distance could be increased to 16,500 km at a lower bit rate of 10 Gb/s by placing an optical amplifier right after the DCF within the recirculating fiber loop [126]. Since the nonlinear effects
played an important role, these experiments are thought to be making use of soliton properties (see Chapter 9). The main limitation stems from a large pulse broadening in the standard-fiber section of the dispersion map, resulting in the nonlinear interaction between the neighboring overlapping pulses. Such nonlinear effects have been studied extensively [127]–[134] and are referred to as the intrachannel effects to distinguish them from the interchannel nonlinear effects that occur when pulses in two neighboring channels at different wavelengths overlap in the time domain (see Section 8.3).

The origin of intrachannel nonlinear effects can be seen from Eq. (7.8.4) by considering three neighboring pulses and writing the total field as \( B = B_1 + B_2 + B_3 \). Equation (7.8.4) then reduces to the following set of three coupled NLS equations [132]:

\[
\begin{align*}
\frac{i}{\tau} \frac{\partial B_1}{\partial \tau} - \frac{\beta_2}{2} \frac{\partial^2 B_1}{\partial \tau^2} + \gamma (|B_1|^2 + 2|B_2|^2 + 2|B_3|^2) B_1 + B_2^2 B_3^* &= 0, \quad (7.8.12) \\
\frac{i}{\tau} \frac{\partial B_2}{\partial \tau} - \frac{\beta_2}{2} \frac{\partial^2 B_2}{\partial \tau^2} + \gamma (|B_2|^2 + 2|B_1|^2 + 2|B_3|^2) B_2 + 2B_1 B_3 B_3^* &= 0, \quad (7.8.13) \\
\frac{i}{\tau} \frac{\partial B_3}{\partial \tau} - \frac{\beta_2}{2} \frac{\partial^2 B_3}{\partial \tau^2} + \gamma (|B_3|^2 + 2|B_1|^2 + 2|B_2|^2) B_3 + B_2^2 B_1^* &= 0. \quad (7.8.14)
\end{align*}
\]

The first nonlinear term corresponds to SPM. The next two terms result from XPM induced by the other two pulses. The last term is FWM-like. Although it is common to refer to its effect as intrachannel FWM, it is somewhat of a misnomer because all three pulses have the same wavelength. Nevertheless, this term can create new pulses in the time domain, in analogy with FWM that creates new waves in the spectral domain. The ghost pulses are referred to as ghost pulses [128]. The ghost pulses can impact the system performance considerably if they fall within the 0-bit time slots [134].

The intrachannel XPM affects only the phase but the phase shift is time dependent. The resulting frequency chirp leads to timing jitter through fiber dispersion [130]. The impact of intrachannel XPM and FWM on the system performance depends on the choice of the dispersion map among other things [127]. In general, the optimization of a dispersion-managed systems depends on many design parameters such as the launch power, amplifier spacing, and the location of DCFs [129]. In a 2000 experiment, a 40-Gb/s signal was transmitted over transoceanic distances, in spite of its use of standard fibers, using the in-line synchronous modulation method originally proposed for solitons [137]. Pseudolinear transmission of a 320-Gb/s channel has also been demonstrated over 200 km of fiber whose dispersion of 5.7 ps/(km-nm) was compensated using DCFs [138].

### 7.9 High-Capacity Systems

Modern WDM lightwave systems use a large number of channels to realize a system capacity of more than 1 Tb/s. For such systems, the dispersion-management technique should be compatible with the broad bandwidth occupied by the multichannel signal. In this section we discuss the dispersion-management issues relevant for high-capacity systems.
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### 7.9.1 Broadband Dispersion Compensation

As discussed in Chapter 8, a WDM signal typically occupies a bandwidth of 30 nm or more, although it is bunched in spectral packets of bandwidth $\sim 0.1$ nm (depending on the bit rate of individual channels). For 10-Gb/s channels, the third-order dispersion does not play an important role as relatively wide ($>10$ ps) optical pulses are used for individual channels. However, because of the wavelength dependence of $B_2$, or the dispersion parameter $D$, the accumulated dispersion will be different for each channel. Any dispersion-management scheme should compensate the GVD of all channels simultaneously to be effective in practice. Several different methods have been used for dispersion compensation in WDM systems. One can use either a single broadband fiber grating or multiple fiber gratings with their stop bands tuned to individual channels. Alternatively, one can take advantage of the periodic nature of the WDM spectrum, and use an optical filter with periodic transmission peaks. A common approach consists of extending the DCF approach to WDM systems by designing the DCF appropriately.

Consider first the case of fiber gratings [51]. A chirped fiber grating can have a stop band as wide as 10 nm if it is made long enough. Such a grating can be used in a WDM system if the number of channels is small enough (typically $<10$) that the total signal bandwidth fits inside its stop band. In a 1999 experiment, a 6-nm-bandwidth chirped grating was used for a four-channel WDM system, each channel operating at 40 Gb/s [139]. When the WDM signal bandwidth is much larger than that, one can use several cascaded chirped gratings in series such that each grating reflects one channel and compensates its dispersion [140]–[144]. The advantage of this technique is that the gratings can be tailored to match the GVD of each channel. Figure 7.16 shows the cascaded-grating scheme schematically for a four-channel WDM system [143]. Every 80 km, a set of four gratings compensates the GVD for all channels while two optical amplifiers take care of all losses. The gratings opened the “closed eye” almost completely in this experiment. By 2000, this approach was applied to a 32-channel WDM system with 18-nm bandwidth [144]. Six chirped gratings, each with 6-nm-wide stop band, were cascaded to compensate GVD for all channels simultaneously.

The multiple-gratings approach becomes cumbersome when the number of channels is so large that the signal bandwidth exceeds 30 nm. A FP filter has multiple transmission peaks, spaced apart periodically by the free spectral range of the filter. Such a filter can compensate the GVD of all channels if (i) all channels are spaced apart equally and (ii) the free spectral range of the filter is matched to the channel spacing. It is difficult to design FP filters with a large amount of dispersion. A new kind of fiber grating, referred to as the sampled fiber grating, has been developed to solve this problem [145]–[147]. Such a grating has multiple stop bands and is relatively easy to fabricate. Rather than making a single long grating, multiple short-length gratings are written with uniform spacing among them. (Each short section is a sample, hence the name “sampled” grating.) The wavelength spacing among multiple reflectivity peaks is determined by the sample period and is controllable during the fabrication process. Moreover, if each sample is chirped, the dispersion characteristics of each reflectivity peak are governed by the amount of chirp introduced. Such a grating was first used in 1995 to demonstrate simultaneous compensation of fiber dispersion over 240 km for two 10-Gb/s channels [145]. A 1999 experiment used a sampled grating for a four-
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Figure 7.16: Cascaded gratings used for dispersion compensation in a WDM system. (After Ref. [143]; ©1999 IEEE; reprinted with permission.)

channel WDM system [147]. As the number of channels increases, it becomes more and more difficult to compensate the GVD of all channels at the same time.

The use of negative-slope DCFs offers the simplest solution to dispersion management in high-capacity WDM systems with a large number of channels. Indeed, such DCFs were developed and commercialized during the 1990s and are employed in virtually all dense WDM systems [148]–[159]. The need of a negative dispersion slope can be understood from the condition (7.4.2) obtained in Section 7.4 for a single channel. This condition should be satisfied for all channels, i.e.,

\[ D_1(\lambda_n)L_1 + D_2(\lambda_n)L_2 = 0, \]  

(7.9.1)

where \( \lambda_n \) is the wavelength of the \( n \)th channel. Because of a finite positive value of the dispersion slope \( S \), or the third-order dispersion \( \beta_3 \) (see Section 2.3.4), \( D_1 \) increases with wavelength for both the standard and dispersion-shifted fibers (see Fig. 2.11). As a result the accumulated dispersion \( D_1L_1 \) is different for each channel. If the same DCF has to work for all channels, its dispersion slope should be negative and has a value such that Eq. (7.9.1) is approximately satisfied for all channels.

Writing \( D_j(\lambda_n) = D_j + S_j(\lambda_n - \lambda_c) \) in Eq. (7.9.1), where \( D_j (j = 1, 2) \) is the value at the wavelength \( \lambda_c \) of the central channel, the dispersion slope of the DCF should be

\[ S_2 = -S_1(L_1/L_2) = S_1(D_2/D_1), \]  

(7.9.2)

where we used the condition (7.4.2) for the central channel. This equation shows that the ratio \( S/D \), called the relative dispersion slope, should be the same for both fibers used to form the dispersion map [44]. For standard fibers with \( D \approx 16 \) ps/(km-nm) and \( S \approx 0.05 \) ps/(km-nm²), this ratio is about 0.003 nm⁻¹. Thus, for a DCF with \( D \approx -100 \) ps/(km-nm), the dispersion slope should be about \(-0.3 \) ps/(km-nm²). Such DCFs have been made and are available commercially. In the case of dispersion-shifted fibers, the ratio \( S/D \) can exceed 0.02 nm⁻¹. It is hard to manufacture DCFs with such large values of the relative dispersion slope, although two-mode DCFs can provide values as large as 0.01 nm⁻¹ (see Fig. 7.5). In their place, reverse-dispersion fibers

\[ \text{Transmitter} \rightarrow \text{Modulator} \rightarrow \text{EDFA} \rightarrow \text{SMF} \rightarrow \text{EDFA} \rightarrow \text{Optical Circulator} \rightarrow \text{Receiver} \]
have been developed for which the signs of both $D$ and $S$ are reversed compared with the conventional dispersion-shifted fibers. Dispersion map in this case is made using roughly equal lengths of the two types of fibers.

Many experiments during the 1990s demonstrated the usefulness of DCFs for WDM systems. In a 1995 experiment [148], 8 channels with 1.6-nm spacing, each operating at 20 Gb/s, were transmitted over 232 km of standard fiber by using multiple DCFs. The residual dispersion for each channel was relatively small ($\sim 100$ ps/nm for the entire span) since all channels were compensated simultaneously by the DCFs. In a 2001 experiment, broadband DCFs were used to transmit a 1-Tb/s WDM signal (101 channels, each operating at 10 Gb/s) over 9000 km [158]. The highest capacity of 11 Tb/s was also realized using the reverse-dispersion fibers in an experiment [159] that transmitted 273 channels, each operating at 40 Gb/s, over the C, L, and S bands simultaneously (resulting in the total bandwidth of more than 100 nm).

### 7.9.2 Tunable Dispersion Compensation

It is difficult to attain full GVD compensation for all channels in a WDM system. A small amount of residual dispersion remains and often becomes of concern for long-haul systems. In many laboratory experiments, a postcompensation technique is adopted in which the residual dispersion for individual channels is compensated by adding adjustable lengths of a DCF (or a fiber grating) at the receiver end (dispersion trimming). This technique is not suitable for commercial WDM systems for several reasons. First, the exact amount of channel-dependent residual dispersion is not always known because of uncontrollable variations in fiber GVD in the fiber segments forming the transmission path. Second, even the path length may change in reconfigurable optical networks. Third, as the single-channel bit rate increases toward 40 Gb/s, the tolerable value of the residual dispersion becomes so small that even temperature-induced changes in GVD become of concern. For these reasons, the best approach may be to adopt a tunable dispersion-compensation scheme that allows the GVD control for each channel in a dynamic fashion.

Several techniques for tunable dispersion compensation have been developed and used for system experiments [160]–[167]. Most of them make use of a fiber Bragg grating whose dispersion is tuned by changing the grating period $\tilde{n}\Lambda$. In one scheme, the grating is made with a nonlinear chirp (Bragg wavelength increases nonlinearly along the grating length) that can be changed by stretching the grating with a piezoelectric transducer [160]. In another approach, the grating is made with either no chirp or with a linear chirp and a temperature gradient is used to produce a controllable chirp [164]. In both cases, the stress- or temperature-induced changes in the mode index $\tilde{n}$ change the local Bragg wavelength as $\lambda_B(z) = 2\tilde{n}(z)\Lambda(z)$. For such a grating, Eq. (7.6.6) is replaced with

$$D_g(\lambda) = \frac{d\tau_g}{d\lambda} = \frac{2}{c} \frac{d}{d\lambda} \left( \int_0^{L_g} \tilde{n}(z) dz \right), \quad (7.9.3)$$

where $\tau_g$ is the group delay and $L_g$ is the grating length. The value of $D_g$ at any wavelength can be changed by changing the mode index $\tilde{n}$ (through heating or stretching), resulting in tunable dispersion characteristics for the Bragg grating.
Distributed heating of the Bragg grating requires a thin-film heater deposited on the outer surface of the fiber with an intracore grating [164]. The film thickness changes along the grating length and creates a temperature gradient through nonuniform heating when a voltage is applied across the film. A segmented thin-film heater can also be used for this purpose [167]. Figure 7.17 shows the reflection spectra of a 8-cm-long grating at three voltage levels together with the total dispersion $D_g L_g$ as a function of voltage. The inset shows $\tau_g(\lambda)$ for several values of the applied voltage. The grating is initially unchirped and has a narrow stop band that shifts and broadens as the grating is chirped through nonuniform heating. Physically, the Bragg wavelength $\lambda_B$ changes along the grating because the optical period $\bar{n}(z)\Lambda$ becomes $z$ dependent when a temperature gradient is established along the grating. The total dispersion $D_g L_g$ can be changed in the range $-500$ to $-2200$ ps/nm by this approach. Such gratings can be used to provide tunable dispersion for 10-Gb/s systems.

When the bit rate becomes 40 Gb/s or more, it is necessary to chirp the grating so that the stop band is wide enough for passing the signal spectrum. The use of a nonlinear chirp then provides an additional control over the device [160]. Such chirped gratings have been made and used to provide tunable dispersion compensation at bit rates as high as 160 Gb/s. Figure 7.18 shows the measured receiver sensitivities in the 160-Gb/s experiment as a function of the residual (preset) dispersion with and without the chirped grating with tunable dispersion [165]. In the absence of the grating, the minimum sensitivity occurs around 91 ps/nm because the DCF used provided this value of constant dispersion. A power penalty of 4 dB occurred when the residual GVD changed by as little as 8 ps/nm. It was reduced to below 0.5 dB with tunable dispersion compensation. The eye diagrams for a residual dispersion of 110 ps/nm show that the system becomes inoperable without the grating but the eye remains wide open when tunable dispersion compensation is employed. This experiment used 2-ps optical pulses as the bit slot is only 6.25 ps wide at the 160-Gb/s bit rate. The effects of third-order dispersion becomes important for such short pulses. We turn to this issue next.
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**Figure 7.18**: Receiver sensitivities measured in a 160-Gb/s experiment as a function of the preset dispersion with (squares) and without (circles) a chirped fiber-Bragg grating (CFBG). The improvement in the eye diagram is shown for 110 ps/nm on the right. (After Ref. [165]; ©2000 IEEE; reprinted with permission.)

---

### 7.9.3 Higher-Order Dispersion Management

When the bit rate of a single channel exceeds 40 Gb/s (through the used of time-division multiplexing, for example), the third- and higher-order dispersive effects begin to influence the optical signal. For example, the bit slot at a bit rate of 100 Gb/s is only 10 ps wide, and an RZ optical signal would consist of pulses of width <5 ps. Equation (2.4.34) can be used to estimate the maximum transmission distance $L$, limited by the third-order dispersion $\beta_3$, when only second-order dispersion is compensated. The result is

$$L \leq 0.034(\beta_3|B^3|)^{-1}. \quad (7.9.4)$$

This limitation is shown in Fig. 2.13 by the dashed line. At a bit rate of 200 Gb/s, $L$ is limited to about 50 km and drops to only 3.4 km at 500 Gb/s if we use a typical value $\beta_3 = 0.08$ ps$^3$/km. Clearly, it is essential to use techniques that compensate for both the second- and third-order dispersion simultaneously when the single-channel bit rate exceeds 100 Gb/s, and several techniques have been developed for this purpose [168]–[180].

The simplest solution to third-order dispersion compensation is provided by DCFs designed to have a negative dispersion slope so that both $\beta_2$ and $\beta_3$ have opposite signs, in comparison with the standard fibers. The necessary conditions for designing such fibers can be obtained by solving Eq. (7.1.3) using the Fourier-transform method. For a fiber link containing two different fibers of lengths $L_1$ and $L_2$, the conditions for dispersion compensation become

$$\beta_{21}L_1 + \beta_{22}L_2 = 0 \quad \text{and} \quad \beta_{31}L_1 + \beta_{32}L_2 = 0, \quad (7.9.5)$$

where $\beta_{2j}$ and $\beta_{3j}$ are second- and third-order dispersion parameters for the fiber of length $L_j$. The first condition is the same as Eq. (7.4.2). By using Eq. (7.4.3), the second condition can be used to find the third-order dispersion parameter for the DCF:

$$\beta_{32} = (\beta_{22}/\beta_{21})\beta_{31} = -(L_1/L_2)\beta_{31}. \quad (7.9.6)$$
This requirement is nearly the same as that obtained earlier in Eq. (7.9.2) for DCFs used in WDM systems because \( \beta_3 \) is related to the dispersion slope \( S \) through Eq. (2.3.13).

For a single-channel system, the signal bandwidth is small enough even at bit rates of 500 Gb/s that it is sufficient to satisfy Eq. (7.9.5) over a 4-nm bandwidth. This requirement is easily met by an optical filter or a chirped fiber grating [51]. Consider the case of optical filters first. Planar lightwave circuits based on multiple MZ interferometric filters (see Section 7.5) have proved quite successful because of the programmable nature of such filters. In one experiment [169], such a filter was designed to have a dispersion slope of \(-15.8 \text{ ps/nm}^2 \) over a 170-GHz bandwidth. It was used to compensate third-order dispersion over 300 km of a dispersion-shifted fiber with \( \beta_3 \approx 0.05 \text{ ps/(km-nm)}^2 \) at the operating wavelength. Figure 7.19 compares the pulse shapes at the fiber output observed with and without \( \beta_3 \) compensation when a 2.6-ps pulse was transmitted over 300 km of such a fiber. The equalizer eliminates the long oscillatory tail and reduces the width of the main peak from 4.6 to 3.8 ps. The increase in the pulse width from its input value of 2.6 ps is attributed to polarization-mode dispersion (PMD), a topic covered later.

Chirped fiber gratings are often preferred in practice because of their all-fiber nature. Long fiber gratings (~1 m) were developed by 1997 for this purpose [170]. In 1998, a nonlinearly chirped fiber grating was capable of compensating the third-order dispersion over 6 nm for distances as long as 60 km [171]. Cascading of several chirped gratings can provide a dispersion compensator that has arbitrary dispersion characteristics and is capable for compensating dispersion to all higher orders [172]. An arrayed-waveguide grating [173] or a sampled fiber grating [174] can also compensate for second- and third-order dispersion simultaneously. Although a sampled fiber grating chirped nonlinearly can provide tunable dispersion for several channels simultaneously [177], its bandwidth is still limited. An arrayed-waveguide grating in combination with a spatial phase filter can provide dispersion-slope compensation over a bandwidth as large as 8 THz and should be suitable for 40-Gb/s multichannel systems [178]. The feasibility of transmitting of a 100-Gb/s signal over 10,000 km has also been investigated using midway optical phase conjugation in combination with third-order dispersion compensation [179].

Several single-channel experiments have explored the possibility of transmitting a single channel at bit rates of more than 200 Gb/s [181]–[183]. Assuming that a 2-ps bit...
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slot is required for a RZ system making use of 1-ps pulses, transmission at bit rates as high as 500 Gb/s appears to be feasible using DCFs or chirped fiber gratings designed to provide compensation of $\beta_3$ over a 4-nm bandwidth. In a 1996 experiment [181], a 400-Gb/s signal was transmitted by managing the fiber dispersion and transmitting 0.98-ps pulses inside a 2.5-ps time slot. Without compensation of the third-order dispersion, the pulse broadened to 2.3 ps after 40 km and exhibited a long oscillatory tail extending over 5–6 ps, a characteristic feature of the third-order dispersion [106]. With partial compensation of third-order dispersion, the oscillatory tail disappeared, and the pulse width reduced to 1.6 ps, making it possible to recover the 400-Gb/s data with high accuracy. Optical pulses as short as 0.4 ps were used in 1998 to realize a bit rate of 640 Gb/s [182]. In a 2001 experiment, the bit rate was extended to 1.28 Tb/s by transmitting 380-fs pulses over 70 km of fiber [183]. Propagation of such short pulses requires compensation of second- third- and fourth-order dispersion simultaneously. It turns out that if sinusoidal phase modulation of the right kind is applied to the linearly chirped pulse before it is transmitted through a GVD-compensated fiber, it can compensate for both the third- and fourth-order dispersion.

7.9.4 PMD Compensation

As discussed in Section 2.3.5, PMD leads to broadening of optical pulses because of random variations in the birefringence of an optical fiber along its length. This broadening is in addition to GVD-induced pulse broadening. The use of dispersion management can eliminate GVD-induced broadening but does not affect the PMD-induced broadening. For this reason, PMD has become a major source of concern for modern dispersion-managed systems [184]–[196].

Before considering the techniques used for PMD compensation, we provide an order-of-magnitude estimate of the system length in uncompensated systems. Equation (2.3.17) shows that the RMS pulse broadening for a link of length $L$ is given by

$$\sigma_T = \left(\langle \Delta T \rangle^2 \right)^{1/2} = D_p \sqrt{L}$$

where $D_p$ is the PMD parameter and $\Delta T$ is the relative delay along the two principal states of polarization (PSPs). It is important to note that $\sigma_T$ denotes an average value. The instantaneous value of $\Delta T$ fluctuates with time over a wide range because of temperature and other environmental factors [192]. If $\Delta T$ exceeds the bit slot even for a short time interval, the system will stop functioning properly; this is referred to as fading or outage in analogy with a similar effect occurring in radio systems [184].

The performance of a PMD-limited system is quantified using the concept of the outage probability, which should be below a prescribed value (often set near $10^{-5}$ or 5 minutes/year) for the system [184]. This probability can be calculated noting that $\Delta T$ follows a Maxwellian distribution. In general, the RMS value $\sigma_T$ should only be a small fraction of the bit slot $T_B$ at a certain bit rate $B = 1/T_B$. The exact value of this fraction varies in the range 0.1–0.15 depending on the modulation format (RZ, CRZ, or NRZ) and details of the input pulse. Using 10% as a conservative criterion, the system length and the bit rate should satisfy the condition

$$B^2 L < (10D_p)^{-2}.$$  \hspace{1cm} (7.9.7)
Consider a few relevant examples. In the case of “old” fiber links installed using standard fibers, the condition (7.9.7) becomes $B^2L < 10^4 \text{ (Gb/s)}^2\text{-km}$ if we use $D_p = 1 \text{ ps/}$√$\text{km}$ as a representative value. Such fibers require PMD compensation at $B = 10 \text{ Gb/s}$ if the link length exceeds even 100 km. In contrast, modern fibers have typically $D_p < 0.1 \text{ ps/}$√$\text{km}$. For systems designed using such fibers, $B^2L$ can exceed $10^6 \text{ (Gb/s)}^2\text{-km}$. As a result, PMD compensation is not necessary at 10 Gb/s but may be required at 40 Gb/s if the link length exceeds 600 km. It should be stressed that these numbers represent only an order-of-magnitude estimate. A more accurate estimate can be obtained following the PMD theory developed in recent years [192]–[195].

The preceding discussion shows that PMD limits the system performance when the single-channel bit rate is extended to beyond 10 Gb/s. Several techniques have been developed for PMD compensation in dispersion-managed lightwave systems [197]–[214]; they can be classified as being optical or electrical. Figure 7.20 shows the basic idea behind the electrical and optical PMD compensation schemes. An electrical PMD equalizer corrects for the PMD effects within the receiver using a transversal filter. The filter splits the electrical signal $x(t)$ into a number of branches using multiple tapped delay lines and then combines the output as

$$y(t) = \sum_{m=0}^{N-1} c_m x(t - m\tau),$$  \hspace{1cm} (7.9.8)

where $N$ is the total number of taps, $\tau$ is the delay time, and $c_m$ is the tap weight for the $m$th tap. Tap weights are adjusted in a dynamic fashion using a control algorithm in such a way that the system performance is improved [210]. The error signal for the control electronics is often based on the closing of the “eye” at the receiver. Such an electrical technique cannot eliminate the PMD effects completely as it does not consider the PMD-induced delay between the two PSPs. On the positive side, it corrects for all sources of degradation that lead to eye closing.

An optical PMD compensator also makes use of a delay line. It can be inserted periodically all along the fiber link (at the amplifier locations, for example) or just before the receiver. Typically, the PMD-distorted signal is separated into two components along the PSPs using a polarization controller (PC) followed by a polarization beam splitter; the two components are combined after introducing an adjustable delay in one branch through a variable delay line (see Fig. 7.20). A feedback loop is still needed to obtain an error signal that is used to adjust the polarization controller in response to the environmental changes in the fiber PSPs. The success of this technique depends on
the ratio \( L/L_{\text{PMD}} \) for a fiber of length \( L \), where \( L_{\text{PMD}} = (T_0/D_p)^2 \) is the PMD length for pulses of width \( T_0 \) [202]. Considerable improvement is expected as long as this ratio does not exceed 4. Because \( L_{\text{PMD}} \) is close to 10,000 km for \( D_p \approx 0.1 \text{ ps/\mu m} \) and \( T_0 = 10 \text{ ps} \), such a PMD compensator can work over transoceanic distances for 10-Gb/s systems.

Several other all-optical techniques can be used for PMD compensation [205]. For example, a LiNbO\(_3\)-based Soleil–Babinet compensator can provide endless polarization control. Other devices include ferroelectric liquid crystals, twisted polarization-maintaining fibers, optical all-pass filters [209], and birefringent chirped fiber gratings [204]. Figure 7.21 shows how a grating-based PMD compensator works. Because of a large birefringence, the two field components polarized along the slow and fast axis have different Bragg wavelengths and see slightly shifted stop bands. As a result, they are reflected at different places within the grating and experience a differential group delay that can compensate for the PMD-induced group delay. The delay is wavelength dependent because of the chirped nature of the grating. Moreover, it can be tuned over several nanometers by stretching the grating [160]. Such a device can provide tunable PMD compensation and is suited for WDM systems.

It should be stressed that optical PMD compensators shown in Figs. 7.20 and 7.21 remove only the first-order PMD effects. At high bit rates, optical pulses are short enough and their spectrum becomes wide enough that the PSPs cannot be assumed to remain constant over the whole pulse spectrum. Higher-order PMD effects have become of concern with the advent of 40-Gb/s lightwave systems, and techniques for compensating them have been proposed [207].

The effectiveness of first-order PMD compensation can be judged by considering how much PMD-induced pulse broadening is reduced by such a compensator. An analytical theory of PMD compensation shows that the average or expected value of the broadening factor, defined as \( b^2 = \sigma^2/\sigma_0^2 \), is given by the following expression for an unchirped Gaussian pulse of width \( T_0 \) [206]:

\[
b_c^2 = b_u^2 + 2x/3 - 4[(1 + 2x/3)^{1/2} - 1],
\]  

\(7.9.9\)
where \( x = \langle (\Delta T)^2 \rangle / 4T_0^2 \), \( \Delta T \) is the differential group delay along the PSPs, and \( b_u^2 \) is the value before PMD compensation:

\[
    b_u^2 = 1 + x - \frac{1}{2} \left[ (1 + 4x/3)^{1/2} - 1 \right].
\]

Figure 7.22 shows the broadening factors \( b_u \) (solid line) and \( b_c \) (dotted line) as a function of \( (\Delta T)/T_0 \). For comparison, the worst and best cases corresponding to the two specific choices of the input state of polarization (SOP) are also shown.

Figure 7.22 can be used to estimate the improvement realized by a first-order PMD compensator. As discussed earlier, the average DGD should not exceed about 10% of the bit slot in uncompensated systems for keeping the outage probability below \( 10^{-5} \). Thus, the tolerable value of PMD-induced pulse broadening is close to \( b = 1.02 \). From Eqs. (7.9.9) and (7.9.10) it is easy to show that this value can be maintained in PMD-compensated systems even when \( \sigma_T \) exceeds 30%. Thus, a first-order PMD compensator can increase the tolerable value of DGD by more than a factor of 3. The net result is a huge increase in the transmission distance of PMD-compensated systems. One should note that a single PMD compensator cannot be used for all WDM channels. Rather, a separate PMD compensator is required for each channel. This fact makes PMD compensation along the fiber link a costly proposition for WDM systems. An optical compensator just before the receiver or an electrical PMD equalizer built into the receiver provides the most practical solution; both were being pursued in 2001 for commercial applications.
PROBLEMS

Problems

7.1 What is the dispersion-limited transmission distance for a 1.55-μm lightwave system making use of direct modulation at 10 Gb/s? Assume that frequency chirping broadens the Gaussian-shape pulse spectrum by a factor of 6 from its transform-limited width. Use $D = 17$ ps/(km-nm) for fiber dispersion.

7.2 How much improvement in the dispersion-limited transmission distance is expected if an external modulator is used in place of direct modulation for the lightwave system of Problem 7.1?

7.3 Solve Eq. (7.1.3) by using the Fourier transform method. Use the solution to find an analytic expression for the pulse shape after a Gaussian input pulse has propagated to $z = L$ in a fiber with $\beta_2 = 0$.

7.4 Use the result obtained in Problem 7.3 to plot the pulse shape after a Gaussian pulse with a full-width at half-maximum (FWHM) of 1 ps is transmitted over 20 km of dispersion-shifted fiber with $\beta_2 = 0$ and $\beta_3 = 0.08$ ps$^3$/km. How would the pulse shape change if the sign of $\beta_3$ is inverted?

7.5 Use Eqs. (7.1.4) and (7.2.2) to plot the pulse shapes for $C = -1, 0, 1$ when 50-ps (FWHM) chirped Gaussian pulses are transmitted over 100 km of standard fiber with $D = 16$ ps/(km-nm). Compare the three cases and comment on their relative merits.

7.6 The prechirp technique is used for dispersion compensation in a 10-Gb/s lightwave system operating at 1.55 μm and transmitting the 1 bits as chirped Gaussian pulses of 40 ps width (FWHM). Pulse broadening by up to 50% can be tolerated. What is the optimum value of the chirp parameter $C$, and how far can the signal be transmitted for this optimum value? Use $D = 17$ ps/(km-nm).

7.7 The prechirp technique in Problem 7.6 is implemented through frequency modulation of the optical carrier. Determine the modulation frequency for a maximum change of 10% from the average value.

7.8 Repeat Problem 7.7 for the case in which the prechirp technique is implemented through sinusoidal modulation of the carrier phase.

7.9 The transfer function of an optical filter is given by

$$H(\omega) = \exp[-(1 + ib)\omega^2/\omega_0^2].$$

What is the impulse response of this filter? Use Eq. (7.5.1) to find the pulse shape at the filter output when a Gaussian pulse is launched at the fiber input. How would you optimize the filter to minimize the effect of fiber dispersion?

7.10 Use the result obtained in Problem 7.9 to compare the pulse shapes before and after the filter when 30-ps (FWHM) Gaussian pulses are propagated over 100 km of fiber with $\beta_2 = -20$ ps$^2$/km. Assume that the filter bandwidth is the same as the pulse spectral width and that the filter parameter $b$ is optimized. What is the optimum value of $b$?

7.11 Derive Eq. (7.5.3) by considering multiple round trips inside a FP filter whose back mirror is 100% reflecting.
7.12 Solve Eqs. (7.6.1) and (7.6.2) and show that the transfer function of a Bragg grating is indeed given by Eq. (7.6.4).

7.13 Write a computer program to solve Eqs. (7.6.1) and (7.6.2) for chirped fiber gratings such that both $\delta$ and $\kappa$ vary with $z$. Use it to plot the amplitude and phase of the reflectivity of a grating in which the period varies linearly by 0.01% over the 10-cm length. Assume $\kappa L = 4$ and the Bragg wavelength of 1.55 µm at the input end of the grating.

7.14 Use the dispersion relation $q^2 = \delta^2 - \kappa^2$ of a Bragg grating to show that the second- and third-order dispersion parameters of the grating are given by Eq. (7.6.5).

7.15 Explain how a chirped fiber grating compensates for GVD. Derive an expression for the GVD parameter of such a grating when the grating period varies linearly by $\Delta A$ over the grating length $L$.

7.16 Explain how midspan OPC compensates for fiber dispersion. Show that the OPC process inverts the signal spectrum.

7.17 Prove that both SPM and GVD can be compensated through midspan OPC only if the fiber loss $\alpha = 0$. Show also that simultaneous compensation of SPM and GVD can occur when $\alpha \neq 0$ if GVD decreases along the fiber length. What is the optimum GVD profile of such a fiber?

7.18 Prove that the phase conjugator should be located at a distance given in Eq. (7.7.9) when the frequency $\omega_c$ of the phase-conjugated field does not coincide with the signal frequency $\omega_s$.

7.19 Derive the variational equations for the pulse width and chirp using the Lagrangian density given in Eq. (7.8.6).

7.20 Solve the variational equations (7.8.7) and (7.8.8) after setting $\gamma = 0$ and find the pulse width and chirp after one map period in terms of their initial values.
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Chapter 8

Multichannel Systems

In principle, the capacity of optical communication systems can exceed 10 Tb/s because of a large frequency associated with the optical carrier. In practice, however, the bit rate was limited to 10 Gb/s or less until 1995 because of the limitations imposed by the dispersive and nonlinear effects and by the speed of electronic components. Since then, transmission of multiple optical channels over the same fiber has provided a simple way for extending the system capacity to beyond 1 Tb/s. Channel multiplexing can be done in the time or the frequency domain through time-division multiplexing (TDM) and frequency-division multiplexing (FDM), respectively. The TDM and FDM techniques can also be used in the electrical domain (see Section 1.2.2). To make the distinction explicit, it is common to refer to the two optical-domain techniques as optical TDM (OTDM) and wavelength-division multiplexing (WDM), respectively. The development of such multichannel systems attracted considerable attention during the 1990s. In fact, WDM lightwave systems were available commercially by 1996.

This chapter is organized as follows. Sections 8.1–8.3 are devoted to WDM lightwave systems by considering in different sections the architectural aspects of such systems, the optical components needed for their implementation, and the performance issues such as interchannel crosstalk. In Section 8.4 we focus on the basic concepts behind OTDM systems and issues related to their practical implementation. Subcarrier multiplexing, a scheme in which FDM is implemented in the microwave domain, is discussed in Section 8.5. The technique of code-division multiplexing is the focus of Section 8.6.

8.1 WDM Lightwave Systems

WDM corresponds to the scheme in which multiple optical carriers at different wavelengths are modulated by using independent electrical bit streams (which may themselves use TDM and FDM techniques in the electrical domain) and are then transmitted over the same fiber. The optical signal at the receiver is demultiplexed into separate channels by using an optical technique. WDM has the potential for exploiting the large bandwidth offered by optical fibers. For example, hundreds of 10-Gb/s channels can
be transmitted over the same fiber when channel spacing is reduced to below 100 GHz.
Figure 8.1 shows the low-loss transmission windows of optical fibers centered near 1.3
and 1.55 μm. If the OH peak can be eliminated using “dry” fibers, the total capacity of
a WDM system can ultimately exceed 30 Tb/s.

The concept of WDM was pursued since the first commercial lightwave sys-
tem became available in 1980. In its simplest form, WDM was used to transmit two
channels in different transmission windows of an optical fiber. For example, an ex-
isting 1.3-μm lightwave system can be upgraded in capacity by adding another chan-
nel near 1.55 μm, resulting in a channel spacing of 250 nm. Considerable attention
was directed during the 1980s toward reducing the channel spacing, and multichannel
systems with a channel spacing of less than 0.1 nm had been demonstrated by 1990
[1]–[4]. However, it was during the decade of the 1990s that WDM systems were de-
veloped most aggressively [5]–[12]. Commercial WDM systems first appeared around
1995, and their total capacity exceeded 1.6 Tb/s by the year 2000. Several laboratory
experiments demonstrated in 2001 a system capacity of more than 10 Tb/s although
the transmission distance was limited to below 200 km. Clearly, the advent of WDM
has led to a virtual revolution in designing lightwave systems. This section focuses on
WDM systems by classifying them into three categories introduced in Section 5.1.

### 8.1.1 High-Capacity Point-to-Point Links

For long-haul fiber links forming the backbone or the core of a telecommunication
network, the role of WDM is simply to increase the total bit rate [14]. Figure 8.2 shows
schematically such a point-to-point, high-capacity, WDM link. The output of several
transmitters, each operating at its own carrier frequency (or wavelength), is multiplexed
together. The multiplexed signal is launched into the optical fiber for transmission to
the other end, where a demultiplexer sends each channel to its own receiver. When *N*
Figure 8.2: Multichannel point-to-point fiber link. Separate transmitter-receiver pairs are used to send and receive the signal at different wavelengths.

channels at bit rates \( B_1, B_2, \ldots, B_N \) are transmitted simultaneously over a fiber of length \( L \), the total bit rate–distance product, \( BL \), becomes

\[
BL = (B_1 + B_2 + \cdots + B_N)L. \quad (8.1.1)
\]

For equal bit rates, the system capacity is enhanced by a factor of \( N \). An early experiment in 1985 demonstrated the \( BL \) product of 1.37 (Tb/s)-km by transmitting 10 channels at 2 Gb/s over 68.3 km of standard fiber with a channel spacing of 1.35 nm [3].

The ultimate capacity of WDM fiber links depends on how closely channels can be packed in the wavelength domain. The minimum channel spacing is limited by interchannel crosstalk, an issue covered in Section 8.3. Typically, channel spacing \( \Delta \nu_{ch} \) should exceed \( 2B \) at the bit rate \( B \). This requirement wastes considerable bandwidth. It is common to introduce a measure of the spectral efficiency of a WDM system as \( \eta_s = B / \Delta \nu_{ch} \). Attempts are made to make \( \eta_s \) as large as possible.

The channel frequencies (or wavelengths) of WDM systems have been standardized by the International Telecommunication Union (ITU) on a 100-GHz grid in the frequency range 186–196 THz (covering the C and L bands in the wavelength range 1530–1612 nm). For this reason, channel spacing for most commercial WDM systems is 100 GHz (0.8 nm at 1552 nm). This value leads to only 10% spectral efficiency at the bit rate of 10 Gb/s. More recently, ITU has specified WDM channels with a frequency spacing of 50 GHz. The use of this channel spacing in combination with the bit rate of 40 Gb/s has the potential of increasing the spectral efficiency to 80%. WDM systems were moving in that direction in 2001.

What is the ultimate capacity of WDM systems? The low-loss region of the state-of-the-art “dry” fibers (e.g., fibers with reduced OH-absorption near 1.4 \( \mu m \)) extends over 300 nm in the wavelength region covering 1.3–1.6 \( \mu m \) (see Fig. 8.1). The minimum channel spacing can be as small as 50 GHz or 0.4 nm for 40-Gb/s channels. Since 750 channels can be accommodated over the 300-nm bandwidth, the resulting effective bit rate can be as large as 30 Tb/s. If we assume that the WDM signal can be transmitted over 1000 km by using optical amplifiers with dispersion management, the effective \( BL \) product may exceed 30,000 (Tb/s)-km with the use of WDM technology.
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Table 8.1 High-capacity WDM transmission experiments

<table>
<thead>
<tr>
<th>Channels $N$</th>
<th>Bit Rate $B$ (Gb/s)</th>
<th>Capacity $NB$ (Tb/s)</th>
<th>Distance $L$ (km)</th>
<th>$NBL$ Product [Tb/s]-km</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>20</td>
<td>2.40</td>
<td>6200</td>
<td>14.88</td>
</tr>
<tr>
<td>132</td>
<td>20</td>
<td>2.64</td>
<td>120</td>
<td>0.317</td>
</tr>
<tr>
<td>160</td>
<td>20</td>
<td>3.20</td>
<td>1500</td>
<td>4.80</td>
</tr>
<tr>
<td>82</td>
<td>40</td>
<td>3.28</td>
<td>300</td>
<td>0.984</td>
</tr>
<tr>
<td>256</td>
<td>40</td>
<td>10.24</td>
<td>100</td>
<td>1.024</td>
</tr>
<tr>
<td>273</td>
<td>40</td>
<td>10.92</td>
<td>117</td>
<td>1.278</td>
</tr>
</tbody>
</table>

This should be contrasted with the third-generation commercial lightwave systems, which transmitted a single channel over 80 km or so at a bit rate of up to 2.5 Gb/s, resulting in $BL$ values of at most 0.2 (Tb/s)-km. Clearly, the use of WDM has the potential of improving the performance of modern lightwave systems by a factor of more than 100,000.

In practice, many factors limit the use of the entire low-loss window. As seen in Chapter 6, most optical amplifiers have a finite bandwidth. The number of channels is often limited by the bandwidth over which amplifiers can provide nearly uniform gain. The bandwidth of erbium-doped fiber amplifiers is limited to 40 nm even with the use of gain-flattening techniques (see Section 6.4). The use of Raman amplification has extended the bandwidth to near 100 nm. Among other factors that limit the number of channels are (i) stability and tunability of distributed feedback (DFB) semiconductor lasers, (ii) signal degradation during transmission because of various nonlinear effects, and (iii) interchannel crosstalk during demultiplexing. High-capacity WDM fiber links require many high-performance components, such as transmitters integrating multiple DFB lasers, channel multiplexers and demultiplexers with add-drop capability, and large-bandwidth constant-gain amplifiers.

Experimental results on WDM systems can be divided into two groups based on whether the transmission distance is $\sim 100$ km or exceeds 1000 km. Since the 1985 experiment in which ten 2-Gb/s channels were transmitted over 68 km [3], both the number of channels and the bit rate of individual channels have increased considerably. A capacity of 340 Gb/s was demonstrated in 1995 by transmitting 17 channels, each operating at 20 Gb/s, over 150 km [15]. This was followed within a year by several experiments that realized a capacity of 1 Tb/s. By 2001, the capacity of WDM systems exceeded 10 Tb/s in several laboratory experiments. In one experiment, 273 channels, spaced 0.4-nm apart and each operating at 40 Gb/s, were transmitted over 117 km using three in-line amplifiers, resulting in a total bit rate of 11 Tb/s and a $BL$ product of 1300 (Tb/s)-km [16]. Table 8.1 lists several WDM transmission experiments in which the system capacity exceeded 2 Tb/s.

The second group of WDM experiments is concerned with transmission distance of more than 5000 km for submarine applications. In a 1996 experiment, 100-Gb/s transmission (20 channels at 5 Gb/s) over 9100 km was realized using the polarization-scrambling and forward-error-correction techniques [17]. The number of channels was
later increased to 32, resulting in a 160-Gb/s transmission over 9300 km [18]. In a 2001 experiment, a 2.4-Tb/s WDM signal (120 channels, each operating at 20 Gb/s) was transmitted over 6200 km, resulting in a NBL product of almost 15 (Pb/s)-km (see Table 8.1). This should be compared with the first fiber-optic cable laid across the Atlantic ocean (TAT-8); it operated at 0.27 Gb/s with $NBL \approx 1.5$ (Tb/s)-km. The use of WDM had improved the capacity of undersea systems by a factor of 10,000 by 2001.

On the commercial side, WDM systems with a capacity of 40 Gb/s (16 channels at 2.5 Gb/s or 4 channels at 10 Gb/s) were available in 1996. The 16-channel system covered a wavelength range of about 12 nm in the 1.55-μm region with a channel spacing of 0.8 nm. WDM fiber links operating at 160 Gb/s (16 channels at 10 Gb/s) appeared in 1998. By 2001, WDM systems with a capacity of 1.6 Tb/s (realized by multiplexing 160 channels, each operating at 10 Gb/s) were available. Moreover, systems with a 6.4-Tb/s capacity were in the development stage (160 channels at 40 Gb/s). This should be contrasted with the 10-Gb/s capacity of the third-generation systems available before the advent of the WDM technique. The use of WDM had improved the capacity of commercial terrestrial systems by a factor of more than 6000 by 2001.

### 8.1.2 Wide-Area and Metro-Area Networks

Optical networks, as discussed in Section 5.1, are used to connect a large group of users spread over a geographical area. They can be classified as a local-area network (LAN), metropolitan-area network (MAN), or a wide-area network (WAN) depending on the area they cover [6]–[11]. All three types of networks can benefit from the WDM technology. They can be designed using the hub, ring, or star topology. A ring topology is most practical for MANs and WANs, while the star topology is commonly used for LANs. At the LAN level, a broadcast star is used to combine multiple channels. At the next level, several LANs are connected to a MAN by using passive wavelength routing. At the highest level, several MANs connect to a WAN whose nodes are interconnected in a mesh topology. At the WAN level, the network makes extensive use of switches and wavelength-shifting devices so that it is dynamically configurable.

Consider first a WAN covering a wide area (e.g., a country). Historically, telecommunication and computer networks (such as the Internet) occupying the entire U.S. geographical region have used a hub topology shown schematically in Fig. 8.3. Such networks are often called mesh networks [19]. Hubs or nodes located in large metropolitan areas house electronic switches, which connect any two nodes either by creating a “virtual circuit” between them or by using packet switching through protocols such as TCP/IP (transmission control protocol/Internet protocol) and asynchronous transfer mode (ATM). With the advent of WDM during the 1990s, the nodes were connected through point-to-point WDM links, but the switching was being done electronically even in 2001. Such transport networks are termed “opaque” networks because they require optical-to-electronic conversion. As a result, neither the bit rate nor the modulation format can be changed without changing the switching equipment.

An all-optical network in which a WDM signal can pass through multiple nodes (possibly modified by adding or dropping certain channels) is called optically “transparent.” Transparent WDM networks are desirable as they do not require demultiplexing and optical-to-electronic conversion of all WDM channels. As a result, they are
not limited by the electronic-speed bottleneck and may help in reducing the cost of installing and maintaining the network. The nodes in a transparent WDM network (see Fig. 8.3) switch channels using optical cross-connects. Such devices were still in their infancy in 2001.

An alternative topology implements a regional WDM network in the form of several interconnected rings. Figure 8.4 shows such a scheme schematically [20]. The feeder ring connects to the backbone of the network through an egress node. This ring employs four fibers to ensure robustness. Two of the fibers are used to route the data in the clockwise and counterclockwise directions. The other two fibers are called protection fibers and are used in case a point-to-point link fails (self-healing). The feeder ring supplies data to several other rings through access nodes. An add–drop multiplexer can be used at all nodes to drop and to add individual WDM channels. Dropped channels can be distributed to users using bus, tree, or ring networks. Notice that nodes are not always directly connected and require data transfer at multiple hubs. Such networks are called multihop networks.

Metro networks or MANs connect several central offices within a metropolitan area. The ring topology is also used for such networks. The main difference from the ring shown in Fig. 8.4 stems from the scaling and cost considerations. The traffic flows in a metro ring at a modest bit rate compared with a WAN ring forming the backbone of a nationwide network. Typically, each channel operates at 2.5 Gb/s. To reduce the cost, a coarse WDM technique is used (in place of dense WDM common in the backbone rings) by using a channel spacing in the 2- to 10-nm range. Moreover, often just two fibers are used inside the ring, one for carrying the data and the other for protecting against a failure. Most metro networks were using electrical switching in 2001 although optical switching is the ultimate goal. In a test-bed implementation of an optically switched metro network, called the multiwavelength optical network (MONET), several sites within the Washington, DC, area of the United States were connected us-
ing a set of eight standard wavelengths in the 1.55-μm region with a channel spacing of 200 GHz [21]. MONET incorporated diverse switching technologies [synchronous digital hierarchy (SDH), asynchronous transfer mode (ATM), etc.] into an all-optical ring network using cross-connect switches based on the LiNbO₃ technology.

### 8.1.3 Multiple-Access WDM Networks

Multiple-access networks offer a random bidirectional access to each subscriber. Each user can receive and transmit information to any other user of the network at all times. Telephone networks provide one example; they are known as subscriber loop, local-loop, or access networks. Another example is provided by the Internet used for connecting multiple computers. In 2001, both the local-loop and computer networks were using electrical techniques to provide bidirectional access through circuit or packet switching. The main limitation of such techniques is that each node on the network must be capable of processing the entire network traffic. Since it is difficult to achieve electronic processing speeds in excess of 10 Gb/s, such networks are inherently limited by the electronics.

The use of WDM permits a novel approach in which the channel wavelength itself can be used for switching, routing, or distributing each channel to its destination, resulting in an all-optical network. Since wavelength is used for multiple access, such a WDM approach is referred to as wavelength-division multiple access (WDMA). A considerable amount of research and development work was done during the 1990s for developing WDMA networks [22]–[26]. Broadly speaking, WDMA networks can be classified into two categories, called single-hop and multihop all-optical networks [6]. Every node is directly connected to all other nodes in a single-hop network, resulting in a fully connected network. In contrast, multihop networks are only partially con-
Figure 8.5: Schematic of the Lambdanet with $N$ nodes. Each node consists of one transmitter and $N$ receivers. (After Ref. [28]; ©1990 IEEE; reprinted with permission.)

nected such that an optical signal sent by one node may require several hops through intermediate nodes before reaching its destination. In each category, transmitters and receivers can have their operating frequencies either fixed or tunable.

Several architectures can be used for all-optical multihop networks [6]–[11]. Hypercube architecture provides one example—it has been used for interconnecting multiple processors in a supercomputer [27]. The hypercube configuration can be easily visualized in three dimensions such that eight nodes are located at eight corners of a simple cube. In general, the number of nodes $N$ must be of the form $2^m$, where $m$ is the dimensionality of the hypercube. Each node is connected to $m$ different nodes. The maximum number of hops is limited to $m$, while the average number of hops is about $m/2$ for large $N$. Each node requires $m$ receivers. The number of receivers can be reduced by using a variant, known as the deBruijn network, but it requires more than $m/2$ hops on average. Another example of a multihop WDM network is provided by the shuffle network or its bidirectional equivalent—the Banyan network.

Figure 8.5 shows an example of the single-hop WDM network based on the use of a broadcast star. This network, called the Lambdanet [28], is an example of the broadcast-and-select network. The new feature of the Lambdanet is that each node is equipped with one transmitter emitting at a unique wavelength and $N$ receivers operating at the $N$ wavelengths, where $N$ is the number of nodes. The output of all transmitters is combined in a passive star and distributed to all receivers equally. Each node receives the entire traffic flowing across the network. A tunable optical filter can be used to select the desired channel. In the case of the Lambdanet, each node uses a bank of receivers in place of a tunable filter. This feature creates a nonblocking network whose capacity and connectivity can be reconfigured electronically depending on the application. The network is also transparent to the bit rate or the modulation format. Different users can transmit data at different bit rates with different modulation formats. The flexibility of the Lambdanet makes it suitable for many applications. The main drawback of the Lambdanet is that the number of users is limited by the number
of available wavelengths. Moreover, each node requires many receivers (equal to the number of nodes), resulting in a considerable investment in hardware costs.

A tunable receiver can reduce the cost and complexity of the Lambdanet. This is the approach adopted for the Rainbow network [29]. This network can support up to 32 nodes, each of which can transmit 1-Gb/s signals over 10–20 km. It makes use of a central passive star (see Fig. 8.5) together with the high-performance parallel interface for connecting multiple computers. A tunable optical filter is used to select the unique wavelength associated with each node. The main shortcoming of the Rainbow network is that tuning of receivers is a relatively slow process, making it difficult to use packet switching. An example of the WDM network that uses packet switching is provided by the Starnet. It can transmit data at bit rates of up to 1.25 Gb/s per node over a 10-km diameter while maintaining a signal-to-noise ratio (SNR) close to 24 dB [30].

WDM networks making use of a passive star coupler are often called passive optical networks (PONs) because they avoid active switching. PONs have the potential for bringing optical fibers to the home (or at least to the curb). In one scheme, called a passive photonic loop [31], multiple wavelengths are used for routing signals in the local loop. Figure 8.6 shows a block diagram of such a network. The central office contains \( N \) transmitters emitting at wavelengths \( \lambda_1, \lambda_2, \ldots, \lambda_N \) and \( N \) receivers operating at wavelengths \( \lambda_{N+1}, \ldots, \lambda_{2N} \) for a network of \( N \) subscribers. The signals to each subscriber are carried on separate wavelengths in each direction. A remote node multiplexes signals from the subscribers to send the combined signal to the central office. It also demultiplexes signals for individual subscribers. The remote node is passive and requires little maintenance if passive WDM components are used. A switch at the central office routes signals depending on their wavelengths.

The design of access networks for telecommunication applications was still evolving in 2001 [26]. The goal is to provide broadband access to each user and to deliver audio, video, and data channels on demand, while keeping the cost down. Indeed, many low-cost WDM components are being developed for this purpose. A technique known as spectral slicing uses the broad emission spectrum of an LED to provide multiple WDM channels inexpensively. A waveguide-grating router (WGR) can be used for wavelength routing. Spectral slicing and WGR devices are discussed in the next section devoted to WDM components.

---

**Figure 8.6:** Passive photonic loop for local-loop applications. (After Ref. [31]; ©1988 IEE; reprinted with permission.)
8.2 WDM Components

The implementation of WDM technology for fiber-optic communication systems requires several new optical components. Among them are multiplexers, which combine the output of several transmitters and launch it into an optical fiber (see Fig. 8.2); demultiplexers which split the received multichannel signal into individual channels destined to different receivers; star couplers which mix the output of several transmitters and broadcast the mixed signal to multiple receivers (see Fig. 8.5); tunable optical filters which filter out one channel at a specific wavelength that can be changed by tuning the passband of the optical filter; multiwavelength optical transmitters whose wavelength can be tuned over a few nanometers; add-drop multiplexers and WGRs which can distribute the WDM signal to different ports; and wavelength shifters which switch the channel wavelength. This section focuses on all such WDM components.

8.2.1 Tunable Optical Filters

It is instructive to consider optical filters first since they are often the building blocks of more complex WDM components. The role of a tunable optical filter in a WDM system is to select a desired channel at the receiver. Figure 8.7 shows the selection mechanism schematically. The filter bandwidth must be large enough to transmit the desired channel but, at the same time, small enough to block the neighboring channels.

All optical filters require a wavelength-selective mechanism and can be classified into two broad categories depending on whether optical interference or diffraction is the underlying physical mechanism. Each category can be further subdivided according to the scheme adopted. In this section we consider four kinds of optical filters; Fig. 8.8 shows an example of each kind. The desirable properties of a tunable optical filter include: (1) wide tuning range to maximize the number of channels that can be selected, (2) negligible crosstalk to avoid interference from adjacent channels, (3) fast tuning speed to minimize the access time, (4) small insertion loss, (5) polarization insensitivity, (6) stability against environmental changes (humidity, temperature, vibrations, etc.), and (7) last but not the least, low cost.
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Figure 8.8: Four kinds of filters based on various interferometric and diffractive devices: (a) Fabry–Perot filter; (b) Mach–Zehnder filter; (c) grating-based Michelson filter; (d) acousto-optic filter. The shaded area represents a surface acoustic wave.

A Fabry–Perot (FP) interferometer—a cavity formed by using two mirrors—can act as a tunable optical filter if its length is controlled electronically by using a piezoelectric transducer [see Fig. 8.8(a)]. The transmittivity of a FP filter peaks at wavelengths that correspond to the longitudinal-mode frequencies given in Eq. (3.3.5). Hence, the frequency spacing between two successive transmission peaks, known as the free spectral range, is given by

$$\Delta v_L = c/(2n_g L),$$  \hspace{1cm} (8.2.1)

where $n_g$ is the group index of the intracavity material for a FP filter of length $L$.

If the filter is designed to pass a single channel (see Fig. 8.7), the combined bandwidth of the multichannel signal, $\Delta v_{sig} = N\Delta v_{ch} = NB/\eta_1$, must be less than $\Delta v_L$. 

where \( N \) is the number of channels, \( \eta_s \) is the spectral efficiency, and \( B \) is the bit rate. At the same time, the filter bandwidth \( \Delta \nu_{FP} \) (the width of the transmission peak in Fig. 8.7) should be large enough to pass the entire frequency contents of the selected channel. Typically, \( \Delta \nu_{FP} \approx B \). The number of channels is thus limited by

\[
N < \eta_s (\Delta \nu_L / \Delta \nu_{FP}) = \eta_s F,
\]

(8.2.2)

where \( F = \Delta \nu_L / \Delta \nu_{FP} \) is the finesse of the FP filter. The concept of finesse is well known in the theory of FP interferometers [32]. If internal losses are neglected, the finesse is given by \( F = \pi \sqrt{R/(1 - R)} \) and is determined solely by the mirror reflectivity \( R \), assumed to be the same for both mirrors [32].

Equation (8.2.2) provides a remarkably simple condition for the number of channels that a FP filter can resolve. As an example, if \( \eta_s = \frac{1}{2} \), a FP filter with 99\% reflecting mirrors can select up to 104 channels. Channel selection is made by changing the filter length \( L \) electronically. The length needs to be changed by only a fraction of the wavelength to tune the filter. The filter length \( L \) itself is determined from Eq. (8.2.1) together with the condition \( \Delta \nu_L > \Delta \nu_{sig} \). As an example, for a 10-channel WDM signal with 0.8-nm channel spacing, \( \Delta \nu_{sig} \approx 1 \) THz. If \( n_g = 1.5 \) is used for the group index, \( L \) should be smaller than 100 \( \mu \)m. Such a short length together with the requirement of high mirror reflectivities underscores the complexity of the design of FP filters for WDM applications.

A practical all-fiber design of FP filters uses the air gap between two optical fibers (see Fig. 8.8). The two fiber ends forming the gap are coated to act as high-reflectivity mirrors [33]. The entire structure is enclosed in a piezoelectric chamber so that the gap length can be changed electronically for tuning and selecting a specific channel. The advantage of fiber FP filters is that they can be integrated within the system without incurring coupling losses. Such filters were used in commercial WDM fiber links starting in 1996. The number of channels is typically limited to below 100 (\( F \approx 155 \) for the 98\% mirror reflectivity) but can be increased using two FP filters in tandem. Although tuning is relatively slow because of the mechanical nature of the tuning mechanism, it suffices for some applications.

Tunable FP filters can also be made using several other materials such as liquid crystals and semiconductor waveguides [34]–[39]. Liquid-crystal-based filters make use of the anisotropic nature of liquid crystals that makes it possible to change the refractive index electronically. A FP cavity is still formed by enclosing the liquid-crystal material within two high-reflectivity mirrors, but the tuning is done by changing the refractive index rather than the cavity length. Such FP filters can provide high finesse (\( F \sim 300 \)) with a bandwidth of about 0.2 nm [34]. They can be tuned electrically over 50 nm, but switching time is typically \( \sim 1 \) ms or more when nematic liquid crystals are used. It can be reduced to below 10 \( \mu \)s by using smectic liquid crystals [35].

Thin dielectric films are commonly used for making narrow-band interference filters [36]. The basic idea is quite simple. A stack of suitably designed thin films acts as a high-reflectivity mirror. If two such mirrors are separated by a spacer dielectric layer, a FP cavity is formed that acts as an optical filter. The bandpass response can be tailored for a multicavity filter formed by using multiple thin-film mirrors separated by several spacer layers. Tuning can be realized in several different ways. In one approach, an InGaAsP/InP waveguide permits electronic tuning [37]. Silicon-based FP
filters can be tuned using thermo-optic tuning [38]. Micromechanical tuning has also been used for InAlGaAs-based FP filters [39]. Such filters exhibited a tuning range of 40 nm with <0.35 nm bandwidth in the 1.55-μm region.

A chain of Mach–Zehnder (MZ) interferometers can also be used for making a tunable optical filter. A MZ interferometer can be constructed simply by connecting the two output ports of a 3-dB coupler to the two input ports of another 3-dB coupler [see Fig. 8.8(b)]. The first coupler splits the input signal equally into two parts, which acquire different phase shifts (if the arm lengths are made different) before they interfere at the second coupler. Since the relative phase shift is wavelength dependent, the transmittivity $T(v)$ is also wavelength dependent. In fact, we can use Eq. (7.5.5) to find that $T(v) = |H(v)|^2 = \cos^2(\pi v \tau)$, where $v = \omega/2\pi$ is the frequency and $\tau$ is the relative delay in the two arms of the MZ interferometer [40]. A cascaded chain of such MZ interferometers with relative delays adjusted suitably acts as an optical filter that can be tuned by changing the arm lengths slightly. Mathematically, the transmittivity of a chain of $M$ such interferometers is given by

$$T(v) = \prod_{m=1}^{M} \cos^2(\pi v \tau_m),$$

where $\tau_m$ is the relative delay in the $m$th member of the chain.

A commonly used method implements the relative delays $\tau_m$ such that each MZ stage blocks the alternate channels successively. This scheme requires $\tau_m = (2^m \Delta v_{ch})^{-1}$ for a channel spacing of $\Delta v_{ch}$. The resulting transmittivity of a 10-stage MZ chain has channel selectivity as good as that offered by a FP filter having a finesse of 1600. Moreover, such a filter is capable of selecting closely spaced channels. The MZ chain can be built by using fiber couplers or by using silica waveguides on a silicon substrate. The silica-on-silicon technology was exploited extensively during the 1990s to make many WDM components. Such devices are referred to as planar lightwave circuits because they use planar optical waveguides formed on a silicon substrate [41]-[45]. The underlying technology is sometimes called the silicon optical-bench technology [44]. Tuning in MZ filters is realized through a chromium heater deposited on one arm of each MZ interferometer (see Fig. 7.7). Since the tuning mechanism is thermal, it results in a slow response with a switching time of about 1 ms.

A separate class of tunable optical filters makes use of the wavelength selectivity provided by a Bragg grating. Fiber Bragg gratings provide a simple example of grating-based optical filters [46]; such filters have been discussed in Section 7.6. In its simplest form, a fiber grating acts as a reflection filter whose central wavelength can be controlled by changing the grating period, and whose bandwidth can be tailored by changing the grating strength or by chirping the grating period slightly. The reflective nature of fiber gratings is often a limitation in practice and requires the use of an optical concentrator. A phase shift in the middle of the grating can convert a fiber grating into a narrowband transmission filter [47]. Many other schemes can be used to make transmission filters based on fiber gratings. In one approach, fiber gratings are used as mirrors of a FP filter, resulting in transmission filters whose free spectral range can vary over a wide range 0.1–10 nm [48]. In another design, a grating is inserted in each arm of a MZ interferometer to provide a transmission filter [46]. Other kinds of in-
terferometers, such as the Sagnac and Michelson interferometers, can also be used to realize transmission filters. Figure 8.8(c) shows an example of the Michelson interferometer made by using a 3-dB fiber coupler and two fiber gratings acting as mirrors for the two arms of the Michelson interferometer [49]. Most of these schemes can also be implemented in the form of a planar lightwave circuit by forming silica waveguides on a silicon substrate.

Many other grating-based filters have been developed for WDM systems [50]–[54]. In one scheme, borrowed from the DFB-laser technology, the InGaAsP/InP material system is used to form planar waveguides functioning near 1.55 μm. The wavelength selectivity is provided by a built-in grating whose Bragg wavelength is tuned electrically through electrorefraction [50]. A phase-control section, similar to that used for multisegment DFB lasers, has also been used to tune distributed Bragg reflector (DBR) filters. Multiple gratings, each tunable independently, can also be used to make tunable filters [51]. Such filters can be tuned quickly (in a few nanoseconds) and can be designed to provide net gain since one or more amplifiers can be integrated with the filter. They can also be integrated with the receiver, as they use the same semiconductor material. These two properties of InGaAsP/InP filters make them quite attractive for WDM applications.

In another class of tunable filters, the grating is formed dynamically by using acoustic waves. Such filters, called acousto-optic filters, exhibit a wide tuning range (> 100 nm) and are quite suitable for WDM applications [55]–[58]. The physical mechanism behind the operation of acousto-optic filters is the photoelastic effect through which an acoustic wave propagating through an acousto-optic material creates periodic changes in the refractive index (corresponding to the regions of local compression and rarefaction). In effect, the acoustic wave creates a periodic index grating that can diffract an optical beam. The wavelength selectivity stems from this acoustically induced grating. When a transverse electric (TE) wave with the propagation vector \( k \) is diffracted from this grating, its polarization can be changed from TE to transverse magnetic (TM) if the phase-matching condition \( k' = k \pm K_a \) is satisfied, where \( k' \) and \( K_a \) are the wave vectors associated with the TM and acoustic waves, respectively.

Acousto-optic tunable filters can be made by using bulk components as well as waveguides, and both kinds are available commercially. For WDM applications, the LiNbO\(_3\) waveguide technology is often used since it can produce compact, polarization-independent, acousto-optic filters with a bandwidth of about 1 nm and a tuning range over 100 nm [56]. The basic design, shown schematically in Fig. 8.8(d), uses two polarization beam splitters, two LiNbO\(_3\) waveguides, a surface-acoustic-wave transducer, all integrated on the same substrate. The incident WDM signal is split into its orthogonally polarized components by the first beam splitter. The channel whose wavelength \( \lambda \) satisfies the Bragg condition \( \lambda = (\Delta n)\Lambda_a \) is directed to a different output port by the second beam splitter because of an acoustically induced change in its polarization direction; all other channels go to the other output port. The TE–TM index difference \( \Delta n \) is about 0.07 in LiNbO\(_3\). Near \( \lambda = 1.55 \mu m \), the acoustic wavelength \( \Lambda_a \) should be about 22 μm. This value corresponds to a frequency of about 170 MHz if we use the acoustic velocity of 3.75 km/s for LiNbO\(_3\). Such a frequency can be easily applied. Moreover, its exact value can be changed electronically to change the wavelength that satisfies the Bragg condition. Tuning is relatively fast because of its electronic nature.
and can be accomplished in a switching time of less than 10 $\mu$s. Acousto-optic tunable filters are also suitable for wavelength routing and optical cross-connect applications in dense WDM systems.

Another category of tunable optical filters operates on the principle of amplification of a selected channel. Any amplifier with a gain bandwidth smaller than the channel spacing can be used as an optical filter. Tuning is realized by changing the wavelength at which the gain peak occurs. Stimulated Brillouin scattering (SBS), occurring naturally in silica fibers [59], can be used for selective amplification of one channel, but the gain bandwidth is quite small ($< 100$ MHz). The SBS phenomenon involves interaction between the optical and acoustic waves and is governed by a phase-matching condition similar to that found for acousto-optic filters. As discussed in Section 2.6, SBS occurs only in the backward direction and results in a frequency shift of about 10 GHz in the 1.55-$\mu$m region.

To use the SBS amplification as a tunable optical filter, a continuous-wave (CW) pump beam is launched at the receiver end of the optical fiber in a direction opposite to that of the multichannel signal, and the pump wavelength is tuned to select the channel. The pump beam transfers a part of its energy to a channel down-shifted from the pump frequency by exactly the Brillouin shift. A tunable pump laser is a prerequisite for this scheme. The bit rate of each channel is even then limited to 100 MHz or so. In a 1989 experiment in which a 128-channel WDM network was simulated by using two $8 \times 8$ star couplers [60], a 150-Mb/s channel could be selected with a channel spacing as small as 1.5 GHz.

Semiconductor optical amplifiers (SOAs) can also be used for channel selection provided that a DFB structure is used to narrow the gain bandwidth [61]. A built-in grating can easily provide a filter bandwidth below 1 nm. Tuning is achieved using a phase-control section in combination with a shift of Bragg wavelength through electrorefraction. In fact, such amplifiers are nothing but multisection semiconductor lasers (see Section 3.4.3) with antireflection coatings. In one experimental demonstration, two channels operating at 1 Gb/s and separated by 0.23 nm could be separated by selective amplification ($> 10$ dB) of one channel [62]. Four-wave mixing in an SOA can also be used to form a tunable filter whose center wavelength is determined by the pump laser [63].

### 8.2.2 Multiplexers and Demultiplexers

Multiplexers and demultiplexers are the essential components of a WDM system. Similar to the case of optical filters, demultiplexers require a wavelength-selective mechanism and can be classified into two broad categories. **Diffraction-based demultiplexers** use an angularly dispersive element, such as a diffraction grating, which disperses incident light spatially into various wavelength components. **Interference-based demultiplexers** make use of devices such as optical filters and directional couplers. In both cases, the same device can be used as a multiplexer or a demultiplexer, depending on the direction of propagation, because of the inherent reciprocity of optical waves in dielectric media.

Grating-based demultiplexers use the phenomenon of Bragg diffraction from an optical grating [64]–[67]. Figure 8.9 shows the design of two such demultiplexers. The
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input WDM signal is focused onto a reflection grating, which separates various wavelength components spatially, and a lens focuses them onto individual fibers. Use of a graded-index lens simplifies alignment and provides a relatively compact device. The focusing lens can be eliminated altogether by using a concave grating. For a compact design, the concave grating can be integrated within a silicon slab waveguide [1]. In a different approach, multiple elliptical Bragg gratings are etched using the silicon technology [64]. The idea behind this approach is simple. If the input and output fibers are placed at the two foci of the elliptical grating, and the grating period $\Lambda$ is adjusted to a specific wavelength $\lambda_0$ by using the Bragg condition $2\Lambda n_{\text{eff}} = \lambda_0$, where $n_{\text{eff}}$ is the effective index of the waveguide mode, the grating would selectively reflect that wavelength and focus it onto the output fiber. Multiple gratings need to be etched, as each grating reflects only one wavelength. Because of the complexity of such a device, a single concave grating etched directly onto a silica waveguide is more practical. Such a grating can be designed to demultiplex up to 120 channels with a wavelength spacing of 0.3 nm [66].

A problem with grating demultiplexers is that their bandpass characteristics depend on the dimensions of the input and output fibers. In particular, the core size of output fibers must be large to ensure a flat passband and low insertion losses. For this reason, most early designs of multiplexers used multimode fibers. In a 1991 design, a microlens array was used to solve this problem and to demonstrate a 32-channel multiplexer for single-mode fiber applications [68]. The fiber array was produced by fixing single-mode fibers in V-shaped grooves etched into a silicon wafer. The microlens transforms the relatively small mode diameter of fibers ($\sim 10 \mu m$) into a much wider diameter (about 80 $\mu m$) just beyond the lens. This scheme provides a multiplexer that can work with channels spaced by only 1 nm in the wavelength region near 1.55 $\mu m$ while accommodating a channel bandwidth of 0.7 nm.

Filter-based demultiplexers use the phenomenon of optical interference to select
the wavelength [1]. Demultiplexers based on the MZ filter have attracted the most attention. Similar to the case of a tunable optical filter, several MZ interferometers are combined to form a WDM demultiplexer [69]–[71]. A 128-channel multiplexer fabricated with the silica-waveguide technology was fabricated by 1989 [70]. Figure 8.10 illustrates the basic concept by showing the layout of a four-channel multiplexer. It consists of three MZ interferometers. One arm of each MZ interferometer is made longer than the other to provide a wavelength-dependent phase shift between the two arms. The path-length difference is chosen such that the total input power from two input ports at different wavelengths appears at only one output port. The whole structure can be fabricated on a silicone substrate using SiO₂ waveguides in the form of a planar lightwave circuit.

Fiber Bragg gratings can also be used for making all-fiber demultiplexers. In one approach, a $1 \times N$ fiber coupler is converted into a demultiplexer by forming a phase-shifted grating at the end of each output port, opening a narrowband transmission window (~0.1 nm) within the stop band [47]. The position of this window is varied by changing the amount of phase shift so that each arm of the $1 \times N$ fiber coupler transmits only one channel. The fiber-grating technology can be applied to form Bragg gratings directly on a planar silica waveguide. This approach has attracted attention since it permits integration of Bragg gratings within planar lightwave circuits. Such gratings were incorporated in an asymmetric MZ interferometer (unequal arm lengths) resulting in a compact multiplexer [72].

It is possible to construct multiplexers by using multiple directional couplers. The basic scheme is similar to that shown in Fig. 8.10 but simpler as MZ interferometers are not used. Furthermore, an all-fiber multiplexer made by using fiber couplers avoids coupling losses that occur whenever light is coupled into or out of an optical fiber. A fused biconical taper can also be used for making fiber couplers [73]. Multiplexers based on fiber couplers can be used only when channel spacing is relatively large (>10 nm) and are thus suitable mostly for coarse WDM applications.

From the standpoint of system design, integrated demultiplexers with low insertion losses are preferred. An interesting approach uses a phased array of optical waveguides
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Figure 8.10: Layout of an integrated four-channel waveguide multiplexer based on Mach–Zehnder interferometers. (After Ref. [69]; ©1988 IEEE; reprinted with permission.)
that acts as a grating. Such gratings are called arrayed waveguide gratings (AWGs) and have attracted considerable attention because they can be fabricated using the silicon, InP, or LiNbO$_3$ technology [74]–[81]. In the case of silica-on-silicon technology, they are useful for making planar lightwave circuits [79]. AWGs can be used for a variety of WDM applications and are discussed later in the context of WDM routers.

Figure 8.11 shows the design of a waveguide-grating demultiplexer, also known as a phased-array demultiplexer [74]. The incoming WDM signal is coupled into an array of planar waveguides after passing through a free-propagation region in the form of a lens. In each waveguide, the WDM signal experiences a different phase shift because of different lengths of waveguides. Moreover, the phase shifts are wavelength dependent because of the frequency dependence of the mode-propagation constant. As a result, different channels focus to different output waveguides when the light exiting from the array diffracts in another free-propagation region. The net result is that the WDM signal is demultiplexed into individual channels. Such demultiplexers were developed during the 1990s and became available commercially by 1999. They are able to resolve up to 256 channels with spacing as small as 0.2 nm. A combination of several suitably designed AWGs can increase the number of channels to more than 1000 while maintaining a 10-GHz resolution [82].

The performance of multiplexers is judged mainly by the amount of insertion loss for each channel. The performance criterion for demultiplexers is more stringent. First, the performance of a demultiplexer should be insensitive to the polarization of the incident WDM signal. Second, a demultiplexer should separate each channel without any leakage from the neighboring channels. In practice, some power leakage is likely to occur, especially in the case of dense WDM systems with small interchannel spacing. Such power leakage is referred to as crosstalk and should be quite small ($<-20$ dB) for a satisfactory system performance. The issue of interchannel crosstalk is discussed in Section 8.3.
8.2.3 Add–Drop Multiplexers

Add–drop multiplexers are needed for wide-area and metro-area networks in which one or more channels need to be dropped or added while preserving the integrity of other channels. Figure 8.12(a) shows a generic add–drop multiplexer schematically; it houses a bank of optical switches between a demultiplexer–multiplexer pair. The de-
multiplexer separates all channels, optical switches drop, add, or pass individual channels, and the multiplexer combines the entire signal back again. Any demultiplexer design discussed in the preceding subsection can be used to make add–drop multiplex-
ers. It is even possible to amplify the WDM signal and equalize the channel powers at the add–drop multiplexer since each channel can be individually controlled [83]. The new component in such multiplexers is the optical switch, which can be made using a variety of technologies including LiNbO₃ and InGaAsP waveguides. We discuss optical switches later in this section.

If a single channel needs to be demultiplexed, and no active control of individual channels is required, one can use a much simpler multiport device designed to send a single channel to one port while all other channels are transferred to another port. Such devices avoid the need for demultiplexing all channels and are called add–drop filters because they filter out a specific channel without affecting the WDM signal. If only a small portion of the channel power is filtered out, such a device acts as an “optical tap” as it leaves the contents of the WDM signal intact.

Figure 8.12: (a) A generic add–drop multiplexer based on optical switches (OS); (b) an add–drop filter made with a Mach–Zehnder interferometer and two identical fiber gratings.
Several kinds of add–drop filters have been developed since the advent of WDM technology [84]–[94]. The simplest scheme uses a series of interconnected directional couplers, forming a MZ chain similar to that of a MZ filter discussed earlier. However, in contrast with the MZ filter of Section 8.2.1, the relative delay \( \tau_m \) in Eq. (8.2.3) is made the same for each MZ interferometer. Such a device is sometimes referred to as a resonant coupler because it resonantly couples out a specific wavelength channel to one output port while the remainder of the channels appear at the other output port. Its performance can be optimized by controlling the coupling ratios of various directional couplers [86]. Although resonant couplers can be implemented in an all-fiber configuration using fiber couplers, the silica-on-silicon waveguide technology provides a compact alternative for designing such add–drop filters [87].

The wavelength selectivity of Bragg gratings can also be used to make add–drop filters. In one approach, referred to as the grating-assisted directional coupler, a Bragg grating is fabricated in the middle of a directional coupler [93]. Such devices can be made in a compact form using InGaAsP/InP or silica waveguides. However, an all-fiber device is often preferred for avoiding coupling losses. In a common approach, two identical Bragg gratings are formed on the two arms of a MZ interferometer made using two 3-dB fiber couplers. The operation of such an add–drop filter can be understood from Fig. 8.12(b). Assume that the WDM signal is incident on port 1 of the filter. The channel, whose wavelength \( \lambda_g \) falls within the stop band of the two identical Bragg gratings, is totally reflected and appears at port 2. The remaining channels are not affected by the gratings and appear at port 4. The same device can add a channel at the wavelength \( \lambda_g \) if the signal at that wavelength is injected from port 3. If the add and drop operations are performed simultaneously, it is important to make the gratings highly reflecting (close to 100%) to minimize the crosstalk. As early as 1995, such an all-fiber, add–drop filter exhibited the drop-off efficiency of more than 99%, while keeping the crosstalk level below 1% [88]. The crosstalk can be reduced below –50 dB by cascading several such devices [89].

Several other schemes use gratings to make add–drop filters. In one scheme, a waveguide with a built-in, phase-shifted grating is used to add or drop one channel from a WDM signal propagating in a neighboring waveguide [84]. In another, two identical AWGs are connected in series such that an optical amplifier connects each output port of one with the corresponding input port of the other [85]. The gain of amplifiers is adjusted such that only the channel to be dropped experiences amplification when passing through the device. Such a device is close to the generic add–drop multiplexer shown in Fig. 8.12(a) with the only difference that optical switches are replaced with optical amplifiers.

In another category of add–drop filters, optical circulators are used in combination with a fiber grating [92]. Such a device is simple in design and can be made by connecting each end of a fiber grating to a 3-port optical circulator. The channel reflected by the grating appears at the unused port of the input-end circulator. The same-wavelength channel can be added by injecting it from the output-end circulator. The device can also be made by using only one circulator provided it has more than three ports. Figure 8.13 shows two such schemes [94]. Scheme (a) uses a six-port circulator. The WDM signal entering from port 1 exits from port 2 and passes through a Bragg grating. The dropped channel appears at port 3 while the remaining channels re-enter the circulator at port 5.
and leave the device from port 6. The channel to be added enters from port 4. Scheme (b) works in a similar way but uses two identical gratings to reduce the crosstalk level. Many other variants are possible.

8.2.4 Star Couplers

The role of a star coupler, as seen in Fig. 8.5, is to combine the optical signals entering from its multiple input ports and divide it equally among its output ports. In contrast with demultiplexers, star couplers do not contain wavelength-selective elements, as they do not attempt to separate individual channels. The number of input and output ports need not be the same. For example, in the case of video distribution, a relatively small number of video channels (say 100) may be sent to thousands of subscribers. The number of input and output ports is generally the same for the broadcast-and-select LANs in which each user wishes to receive all channels (see Fig. 8.5). Such a passive star coupler is referred to as an \( N \times N \) broadcast star, where \( N \) is the number of input (or output) ports. A reflection star is sometimes used for LAN applications by reflecting the combined signal back to its input ports. Such a geometry saves considerable fiber when users are distributed over a large geographical area.

Figure 8.13: (a) Two designs of add-drop multiplexers using a single optical circulator in combination with fiber gratings. (After Ref. [94]; ©2001 IEEE; reprinted with permission.)

Figure 8.14: An 8 \( \times \) 8 star coupler formed by using twelve 2 \( \times \) 2 single-mode fiber couplers.
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Several kinds of star couplers have been developed for LAN applications [95]–[101]. An early approach made use of multiple 3-dB fiber couplers [96]. A 3-dB fiber coupler divides two input signals between its two output ports, the same functionality needed for a $2 \times 2$ star coupler. Higher-order $N \times N$ stars can be formed by combining several $2 \times 2$ couplers as long as $N$ is a multiple of 2. Figure 8.14 shows an $8 \times 8$ star formed by interconnecting 12 fiber couplers. The complexity of such star couplers grows enormously with the number of ports.

Fused biconical-taper couplers can be used to make compact, monolithic, star couplers. Figure 8.15 shows schematically a star coupler formed using this technique. The idea is to fuse together a large number of fibers and elongate the fused portion to form a biconically tapered structure. In the tapered portion, signals from each fiber mix together and are shared almost equally among its output ports. Such a scheme works relatively well for multimode fibers [95] but is limited to only a few ports in the case of single-mode fibers. Fused $2 \times 2$ couplers were made as early as 1981 using single-mode fibers [73]; they can also be designed to operate over a wide wavelength range. Higher-order stars can be made using a combinatorial scheme similar to that shown in Fig. 8.12 [97].

A common approach for fabricating a compact broadcast star makes use of the silica-on-silicon technology in which two arrays of planar SiO$_2$ waveguides, separated by a central slab region, are formed on a silicon substrate. Such a star coupler was first demonstrated in 1989 in a $19 \times 19$ configuration [98]. The SiO$_2$ channel waveguides were 200 $\mu$m apart at the input end, but the final spacing near the central region was only 8 $\mu$m. The 3-cm-long star coupler had an efficiency of about 55%. A fiber amplifier can be integrated with the star coupler to amplify the output signals before broadcasting [99]. The silicon-on-insulator technology has been used for making star couplers. A $5 \times 9$ star made by using silicon rib waveguides exhibited low losses (1.3 dB) with relatively uniform coupling [100].

8.2.5 Wavelength Routers

An important WDM component is an $N \times N$ wavelength router, a device that combines the functionality of a star coupler with multiplexing and demultiplexing operations. Figure 8.16(a) shows the operation of such a wavelength router schematically for $N = 5$. The WDM signals entering from $N$ input ports are demultiplexed into individual channels and directed toward the $N$ output ports of the router in such a way
that the WDM signal at each port is composed of channels entering at different input ports. This operation results in a cyclic form of demultiplexing. Such a device is an example of a passive router since its use does not involve any active element requiring electrical power. It is also called a static router since the routing topology is not dynamically reconfigurable. Despite its static nature, such a WDM device has many potential applications in WDM networks.

The most common design of a wavelength router uses a AWG demultiplexer shown in Fig. 8.11 modified to provide multiple input ports. Such a device, called the waveguide-grating router (WGR), is shown schematically in Fig. 8.16(b). It consists of two \( N \times M \) star couplers such that \( M \) output ports of one star coupler are connected with \( M \) input ports of another star coupler through an array of \( M \) waveguides that acts as an AWG [74]. Such a device is a generalization of the MZ interferometer in the sense that a single input is divided coherently into \( M \) parts (rather than two), which acquire different phase shifts and interfere in the second free-propagation region to come out of \( N \) different ports depending on their wavelengths. The symmetric nature of the WGR permits to launch \( N \) WDM signals containing \( N \) different wavelengths simultaneously, and each WDM signal is demultiplexed to \( N \) output ports in a periodic fashion.

The physics behind the operation of a WGR requires a careful consideration of the phase changes as different wavelength signals diffract through the free-propagation region inside star couplers and propagate through the waveguide array [74]-[81]. The most important part of a WGR is the waveguide array designed such that the length
difference \( \Delta L \) between two neighboring waveguides remains constant from one waveguide to next. The phase difference for a signal of wavelength \( \lambda \), traveling from the \( p \)th input port to the \( q \)th output port through the \( m \)th waveguide (compared to the path connecting central ports), can be written as [13]

\[
\phi_{pqmn} = (2\pi n / \lambda)(n_1\delta_p + n_2\Delta L + n_1\delta_q'),
\]

(8.2.4)

where \( n_1 \) and \( n_2 \) are the refractive indices in the regions occupied by the star couplers and waveguides, respectively. The lengths \( \delta_p \) and \( \delta_q' \) depend on the location of the input and output ports. When the condition

\[
n_1(\delta_p + \delta_q') + n_2\Delta L = Q\lambda
\]

(8.2.5)

is satisfied for some integer \( Q \), the channel at the wavelength \( \lambda \) acquires phase shifts that are multiples of \( 2\pi \) while passing through different waveguides. As a result, all fields coming out of the \( M \) waveguides will interfere constructively at the \( q \)th port. Other wavelengths entering from the \( p \)th port will be directed to other output ports determined by the condition (8.2.5). Clearly, the device acts as a demultiplexer since a WDM signal entering from the \( p \)th port is distributed to different output ports depending on the channel wavelengths.

The routing function of a WGR results from the periodicity of the transmission spectrum. This property is also easily understood from Eq. (8.2.5). The phase condition for constructive interference can be satisfied for many integer values of \( Q \). Thus, if \( Q \) is changed to \( Q + 1 \), a different wavelength will satisfy Eq. (8.2.5) and will be directed toward the same port. The frequency difference between these two wavelengths is the free spectral range (FSR), analogous to that of FP filters. For a WGR, it is given by

\[
FSR = \frac{c}{n_1(\delta_p + \delta_q') + n_2\Delta L}.
\]

(8.2.6)

Strictly speaking, FSR is not the same for all ports, an undesirable feature from a practical standpoint. However, when \( \delta_p \) and \( \delta_q' \) are designed to be relatively small compared with \( \Delta L \), FSR becomes nearly constant for all ports. In that case, a WGR can be viewed as \( N \) demultiplexers working in parallel with the following property. If the WDM signal from the first input port is distributed to \( N \) output ports in the order \( \lambda_1, \lambda_2, \ldots, \lambda_N \), the WDM signal from the second input port will be distributed as \( \lambda_N, \lambda_1, \ldots, \lambda_{N-1} \), and the same cyclic pattern is followed for other input ports.

The optimization of a WGR requires precise control of many design parameters for reducing the crosstalk and maximizing the coupling efficiency. Despite the complexity of the design, WGRs are routinely fabricated in the form of a compact commercial device (each dimension \( \sim 1 \) cm) using either silica-on-silicon technology or InGaAsP/InP technology [74]–[81]. WGRs with 128 input and output ports were available by 1996 in the form of a planar lightwave circuit and were able to operate on WDM signals with a channel spacing as small as 0.2 nm while maintaining crosstalk below 16 dB. WGRs with 256 input and output ports have been fabricated using this technology [102]. WGRs can also be used for applications other than wavelength routing such as multichannel transmitters and receivers (discussed later in this section), tunable add–drop optical filters, and add–drop multiplexers.
8.2.6 Optical Cross-Connects

The development of wide-area WDM networks requires a dynamic wavelength routing scheme that can reconfigure the network while maintaining its nonblocking (transparent) nature. This functionality is provided by an optical cross-connect (OXC) which performs the same function as that provided by electronic digital switches in telephone networks. The use of dynamic routing also solves the problem of a limited number of available wavelengths through the wavelength-reuse technique. The design and fabrication of OXCs has remained a major topic of research since the advent of WDM systems [103]–[118].

Figure 8.17 shows the generic design of an OXC schematically. The device has N input ports, each port receiving a WDM signal consisting of M wavelengths. Demultiplexers split the signal into individual wavelengths and distribute each wavelength to the bank of M switching units, each unit receiving N input signals at the same wavelength. An extra input and output port is added to the switch to allow dropping or adding of a specific channel. Each switching unit contains N optical switches that can be configured to route the signals in any desirable fashion. The output of all switching units is sent to N multiplexers, which combine their M inputs to form the WDM signal. Such an OXC needs N multiplexers, N demultiplexers, and M(N + 1)² optical switches. Switches used by an OXC are 2 × 2 space-division switches which switch an input signal to spatially separated output ports using a mechanical, thermo-optic, electro-optic, or all-optical technique. Many schemes have been developed for performing the switching operation. We discuss some of them next.

Mechanical switching is perhaps the simplest to understand. A simple mirror can act as a switch if the output direction can be changed by tilting the mirror. The use of “bulk” mirrors is impractical because of a large number of switches needed for mak-
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Figure 8.18: Scanning electron micrograph of an 8 x 8 MEMS optical switch based on free-rotating micromirrors. (After Ref. [112]; ©2000 IEEE; reprinted with permission.)

For this reason, a micro-electro-mechanical system (MEMS) is used for switching [109]. Figure 8.18 shows an example of a 8 x 8 MEMS optical switch containing a two-dimensional array of free-rotating micromirrors [112]. Optical path lengths are far from being uniform in such a two-dimensional (2-D) geometry. This feature limits the switch size although multiple 2-D switches can be combined to increase the effective size. The three-dimensional (3-D) configuration in which the input and output fibers are located normal to the switching-fabric plane solves the size problem to a large extent. The switch size can be as large as 4096 x 4096 in the 3-D configuration. MEMS-based switches were becoming available commercially in 2002 and are likely to find applications in WDM networks. They are relatively slow to reconfigure (switching time > 10 ms) but that is not a major limitation in practice.

A MZ interferometer similar to that shown in Fig. 8.8(b) can also act as a 2 x 2 optical switch because the input signal can be directed toward different output ports by changing the delay in one of the arms by a small amount. The planar lightwave circuit technology uses the thermo-optic effect to change the refractive index of silica by heating. The temperature-induced change in the optical path length provides optical switching. As early as 1996, such optical switches were used to form a 8 x 16 OXC [103]. By 1998, such an OXC was packaged using switch boards of the standard (33 x 33 cm²) dimensions [107]. The extinction ratio can be increased by using two MZ interferometers in series, each with its own thermo-optic phase shifter, since the second unit blocks any light leaked through the first one [110]. Polymers are sometimes used in place of silica because of their large thermo-optic coefficient (more than 10 times larger compared with that of silica) for making OXCs [111]. Their use reduces both the fabrication cost and power consumption. The switching time is ~1 ms for all thermo-optic devices.

A directional coupler also acts as a 2 x 2 optical switch because it can direct an input signal toward different output ports in a controlled fashion. In LiNbO₃-based directional couplers, the refractive index can be changed by applying an external voltage through the electro-optic effect known as electrorefraction. The LiNbO₃ technology was used by 1988 to fabricate an 8 x 8 OXC [108]. Switching time of such cross-...
connects can be quite small (< 1 ns) as it is only limited by the speed with which electrical voltage can be changed. An OXC based on LiNbO₃ switches was used for the MONET project [21].

Semiconductor waveguides can also be used for making optical switches in the form of direction couplers, MZ interferometers, or Y junctions [105]. The InGaAsP/InP technology is most commonly used for such switches. Figure 8.19(a) shows a 4 × 4 switch based on the Y junctions; electrorefraction is used to switch the signal between the two arms of a Y junction. Since InGaAsP waveguides can provide amplification, SOAs can be used for compensating insertion losses. SOAs themselves can be used for making OXCs. The basic idea is shown schematically in Fig. 8.19(b) where SOAs act as a gate switch. Each input is divided into N branches using waveguide splitters, and each branch passes through an SOA, which either blocks light through absorption or transmits it while amplifying the signal simultaneously. Such OXCs have the advantage that all components can be integrated using the InGaAsP/InP technology while providing low insertion losses, or even a net gain, because of the use of SOAs. They can operate at high bit rates; operation at a bit rate of 2.5 Gb/s was demonstrated in 1996 within an installed fiber network [106].

Many other technologies can be used for making OXCs [115]. Examples include liquid crystals, bubbles, and electrophotography. Liquid crystals in combination with polarizers either absorb or reflect the incident light depending on the electric voltage, and thus act as an optical switch. Although the liquid-crystal technology is well developed and is used routinely for computer-display applications, it has several disadvantages for making OXCs. It is relatively slow, is difficult to integrate with other optical components, and requires fixed input polarization. The last problem can be solved by splitting the input signal into orthogonally polarized components and switching each one separately, but only at the expense of increased complexity.

The bubble technology makes use of the phenomenon of total internal reflection for optical switching. A two-dimensional array of optical waveguides is formed in such a way that they intersect inside liquid-filled channels. When an air bubble is introduced at the intersection by vaporizing the liquid, light is reflected (i.e., switched) into another waveguide because of total internal reflection. This approach is appealing because of
its low-cost potential (bubble-jet technology is used routinely for printers) but requires a careful design for reducing the crosstalk and insertion losses.

Electroholographic switches are similar to 2-D MEMS but employ a LiNbO$_3$ crystal for switching in place of a rotating mirror. Incident light can be switched at any point within the 2-D array of such crystals by applying an electric field and creating a Bragg grating at that location. Because of the wavelength selectivity of the Bragg grating, only a single wavelength can be switched by one device. This feature increases the complexity of such switching fabrics. Other issues are related to the polarization sensitivity of LiNbO$_3$-based devices.

Optical fibers themselves can be used for making OXCs if they are combined with fiber gratings and optical circulators [116]. The main drawback of any OXC is the large number of components and interconnections required that grows exponentially as the number of nodes and the number of wavelengths increase. Alternatively, the signal wavelength itself can be used for switching by making use of wavelength-division switches. Such a scheme makes use of static wavelength routers such as a WGR in combination with a new WDM component—the wavelength converter. We turn to this component next.

### 8.2.7 Wavelength Converters

A wavelength converter changes the input wavelength to a new wavelength without modifying the data content of the signal. Many schemes were developed during the 1990s for making wavelength converters [119]–[129]; four among them are shown schematically in Fig. 8.20.

A conceptually simple scheme uses an optoelectronic regenerator shown in Fig. 8.20(a). An optical receiver first converts the incident signal at the input wavelength $\lambda_1$ to an electrical bit pattern, which is then used by a transmitter to generate the optical signal at the desired wavelength $\lambda_2$. Such a scheme is relatively easy to implement as it uses standard components. Its other advantages include an insensitivity to input polarization and the possibility of net amplification. Among its disadvantages are limited transparency to bit rate and data format, speed limited by electronics, and a relatively high cost, all of which stem from the optoelectronic nature of wavelength conversion.

Several all-optical techniques for wavelength conversion make use of SOAs [119]–[122], amplifiers discussed in Section 6.2. The simplest scheme shown in Fig. 8.20(b) is based on cross-gain saturation occurring when a weak field is amplified inside the SOA together with a strong field, and the amplification of the weak field is affected by the strong field. To use this phenomenon, the pulsed signal whose wavelength $\lambda_1$ needs to be converted is launched into the SOA together with a low-power CW beam at the wavelength $\lambda_2$ at which the converted signal is desired. Amplifier gain is mostly saturated by the $\lambda_1$ beam. As a result, the CW beam is amplified by a large amount during 0 bits (no saturation) but by a much smaller amount during 1 bits. Clearly, the bit pattern of the incident signal will be transferred to the new wavelength with reverse polarity such that 1 and 0 bits are interchanged. This technique has been used in many experiments and can work at bit rates as high as 40 Gb/s. It can provide net gain to the wavelength-converted signal and can be made nearly polarization insensitive. Its main disadvantages are (i) relatively low on–off contrast, (ii) degradation due to spontaneous
emission, and (iii) phase distortion because of frequency chirping that invariably occurs in SOAs (see Section 3.5). The use of an absorbing medium in place of the SOA solves the polarity reversal problem. An electroabsorption modulator (see Section 3.6.4) has been used for wavelength conversion with success [127]. It works on the principle of cross-absorption saturation. The device blocks the CW signal at $\lambda_2$ because of high absorption except when the arrival of 1 bits at $\lambda_1$ saturates the absorption.

The contrast problem can be solved by using the MZ configuration of Fig. 8.20(c) in which an SOA is inserted in each arm of a MZ interferometer [119]. The pulsed signal at the wavelength $\lambda_1$ is split at the first coupler such that most power passes through one arm. At the same time, the CW signal at the wavelength $\lambda_2$ is split equally by this coupler and propagates simultaneously in the two arms. In the absence of the $\lambda_1$ beam, the CW beam exits from the cross port (upper port in the figure). However, when both

---

**Figure 8.20**: Four schemes for wavelength conversion: (a) optoelectronic regenerator; (b) gain saturation in a semiconductor laser amplifier (SLA); (c) phase modulation in a SLA placed in one arm of a Mach-Zehnder interferometer; (d) four-wave mixing inside a SLA.
beams are present simultaneously, all 1 bits are directed toward the bar port because of the refractive-index change induced by the $\lambda_1$ beam. The physical mechanism behind this behavior is the cross-phase modulation (XPM). Gain saturation induced by the $\lambda_1$ beam reduces the carrier density inside one SOA, which in turn increases the refractive index only in the arm through which the $\lambda_1$ beam passes. As a result, an additional $\pi$ phase shift can be introduced on the CW beam because of cross-phase modulation, and the CW wave is directed toward the bar port during each 1 bit.

It should be evident from the preceding discussion that the output from the bar port of the MZ interferometer would consist of an exact replica of the incident signal with its wavelength converted to the new wavelength $\lambda_2$. An optical filter is placed in front of the bar port for blocking the original $\lambda_1$ signal. The MZ scheme is preferable over cross-gain saturation as it does not reverse the bit pattern and results in a higher on-off contrast simply because nothing exits from the bar port during 0 bits. In fact, the output from the cross port also has the same bit pattern but its polarity is reversed. Other types of interferometers (such as Michelson and Sagnac interferometers) can also be used with similar results. The MZ interferometer is often used in practice because it can be easily integrated by using SiO$_2$/Si or InGaAsP/InP waveguides, resulting in a compact device [125]. Such a device can operate at high bit rates (up to 80 Gb/s), offers a large contrast, and degrades the signal relatively little although spontaneous emission does affect the SNR. Its main disadvantage is a narrow dynamic range of the input power since the phase induced by the amplifier depends on it.

Another scheme employs the SOA as a nonlinear medium for four-wave mixing (FWM), the same nonlinear phenomenon that is a major source of interchannel crosstalk in WDM systems (see Section 8.3). The FWM technique has been discussed in Section 7.7 in the context of optical phase conjugation and dispersion compensation. As seen in Fig. 8.20(d), its use requires an intense CW pump beam that is launched into the SOA together with the signal whose wavelength needs to be converted [119]. If $v_1$ and $v_2$ are the frequencies of the input signal and the converted signal, the pump frequency $v_p$ is chosen such that $v_p = (v_1 + v_2)/2$. At the amplifier output, a replica of the input signal appears at the carrier frequency $v_2$ because FWM requires the presence of both the pump and signal. One can understand the process physically as scattering of two pump photons of energy $2hv_p$ into two photons of energy $hv_1$ and $hv_2$. The nonlinearity responsible for the FWM has its origin in fast intraband relaxation processes occurring at a time scale of 0.1 ps [130]. As a result, frequency shifts as large as 10 THz, corresponding to wavelength conversion over a range of 80 nm, are possible. For the same reason, this technique can work at bit rates as high as 100 Gb/s and is transparent to both the bit rate and the data format. Because of the gain provided by the amplifier, conversion efficiency can be quite high, resulting even in a net gain. An added advantage of this technique is the reversal of the frequency chirp since its use inverts the signal spectrum (see Section 7.7). The performance can also be improved by using two SOAs in a tandem configuration.

The main disadvantage of any wavelength-conversion technique based on SOAs is that it requires a tunable laser source whose light should be coupled into the SOA, typically resulting in large coupling losses. An alternative is to integrate the functionality of a wavelength converter within a tunable semiconductor laser. Several such devices have been developed [119]. In the simplest scheme, the signal whose wavelength needs
to be changed is injected into a tunable laser directly. The change in the laser threshold resulting from injection translates into modulation of the laser output, mimicking the bit pattern of the injected signal. Such a scheme requires relatively large input powers. Another scheme uses the low-power input signal to produce a frequency shift (typically, 10 GHz/mW) in the laser output for each 1 bit. The resulting frequency-modulated CW signal can be converted into amplitude modulation by using a MZ interferometer. Another scheme uses FWM inside the cavity of a tunable semiconductor laser, which also plays the role of the pump laser. A phase-shifted DFB laser provided wavelength conversion over a range of 30 nm with this technique [120]. A sampled grating within a distributed Bragg reflector has also been used for this purpose [123].

Another class of wavelength converters uses an optical fiber as the nonlinear medium. Both XPM and FWM can be employed for this purpose using the last two configurations shown in Fig. 8.20. In the FWM case, stimulated Raman scattering (SRS) affects the FWM if the frequency difference \( |\nu_1 - \nu_2| \) falls within the Raman-gain bandwidth [124]. In the XPM case, the use of a Sagnac interferometer, also known as the nonlinear optical loop mirror [40], provides a wavelength converter capable of operating at bit rates up to 40 Gb/s for both the return-to-zero (RZ) and nonreturn-to-zero (NRZ) formats [126]. Such a device reflects all 0 bits but 1 bits are transmitted through the fiber loop because of the XPM-induced phase shift. In a 2001 experiment, wavelength conversion at the bit rate of 80 Gb/s was realized by using a 1-km-long optical fiber designed to have a large value of the nonlinear parameter \( \gamma \) [129]. A periodically poled LiNbO\(_3\) waveguide has provided wavelength conversion at 160 Gb/s [128]. In principle, wavelength converters based on optical fibers can operate at bit rates as high as 1 Tb/s because of the fast nature of their nonlinear response.

### 8.2.8 WDM Transmitters and Receivers

Most WDM systems use a large number of DFB lasers whose frequencies are chosen to match the ITU frequency grid precisely. This approach becomes impractical when the number of channels becomes large. Two solutions are possible. In one approach, single-frequency lasers with a tuning range of 10 nm or more are employed (see Section 3.4.3). The use of such lasers reduces the inventory and maintenance problems. Alternatively, multiwavelength transmitters which generate light at 8 or more fixed wavelengths simultaneously can be used. Although such WDM transmitters attracted some attention in the 1980s, it was only during the 1990s that monolithically integrated WDM transmitters, operating near 1.55 \( \mu \)m with a channel spacing of 1 nm or less, were developed using the InP-based optoelectronic integrated-circuit (OEIC) technology [131]–[139].

Several different techniques have been pursued for designing WDM transmitters. In one approach, the output of several DFB or DBR semiconductor lasers, independently tunable through Bragg gratings, is combined by using passive waveguides [131]–[134]. A built-in amplifier boosts the power of the multiplexed signal to increase the transmitted power. In a 1993 device, the WDM transmitter not only integrated 16 DBR lasers with 0.8-nm wavelength spacing, but an electroabsorption modulator was also integrated with each laser [132]. In a 1996 device, 16 gain-coupled DFB lasers were integrated, and their wavelengths were controlled by changing the width of the ridge
waveguides and by tuning over a 1-nm range using a thin-film resistor [133]. In a different approach, sampled gratings with different periods are used to tune the wavelengths precisely of an array of DBR lasers [135]. The complexity of such devices makes it difficult to integrate more than 16 lasers on the same chip. The vertical-cavity surface-emitting laser (VCSEL) technology provides a unique approach to WDM transmitters since it can be used to produce a two-dimensional array of lasers covering a wide wavelength span at a relatively low cost [136]; it is well suited for LAN and data-transfer applications.

A waveguide grating integrated within the laser cavity can provide lasing at several wavelengths simultaneously. An AWG is often used for multiplexing the output of several optical amplifiers or DBR lasers [137]–[139]. In a 1996 demonstration of the basic idea, simultaneous operation at 18 wavelengths (spaced apart by 0.8 nm) was realized using an intracavity AWG [137]. Figure 8.21 shows the laser design schematically. Spontaneous emission of the amplifier located on the left side is demultiplexed into 18 spectral bands by the AWG through the technique of spectral slicing. The amplifier array on the right side selectively amplifies the set of 18 wavelengths, resulting in a laser emitting at all wavelengths simultaneously. A 16-wavelength transmitter with 50-GHz channel spacing was built in 1998 by this technique [138]. In a different approach, the AWG was not a part of the laser cavity but was used to multiplex the output of 10 DBR lasers, all produced on the same chip in an integrated fashion [139]. AWGs fabricated with the silica-on-silicon technology can also be used although they cannot be integrated on the InP substrate.

Fiber lasers can be designed to provide multiwavelength output and therefore act as a CW WDM source [140]. A ring-cavity fiber laser containing a frequency shifter (e.g., an acousto-optic device) and an optical filter with periodic transmission peaks (such as a FP filter, a sampled grating, or an AWG) can provide its output at a comb of frequencies set to coincide with the ITU grid. Up to 16 wavelengths have been obtained in practical lasers although the power is not generally uniform across them. A demultiplexer is still needed to separate the channels before data is imposed on them.
using individual modulators.

A unique approach to WDM sources exploits the technique of spectral slicing for realizing WDM transmitters and is capable of providing more than 1000 channels [141]–[145]. The output of a coherent, wide-bandwidth source is sliced spectrally using a mutipeak optical filter such as an AWG. In one implementation of this idea [141], picosecond pulses from a mode-locked fiber laser are first broadened spectrally to bandwidth as large as 200 nm through supercontinuum generation by exploiting the nonlinear effects in an optical fiber [59]. Spectral slicing of the output by an AWG then produces many WDM channels with a channel spacing of 1 nm or less. In a 2000 experiment, this technique produced 1000 channels with 12.5-GHz channel spacing [143]. In another experiment, 150 channels with 25-GHz channel spacing were realized within the C band covering the range 1530–1560 nm [145]. The SNR of each channel exceeded 28 dB, indicating that the source was suitable for dense WDM applications.

The generation of supercontinuum is not necessary if a mode-locked laser producing femtosecond pulses is employed. The spectral width of such pulses is quite large to begin with and can be enlarged to 50 nm or more by chirping them using 10–15 km of standard telecommunication fiber. Spectral slicing of the output by a demultiplexer can again provide many channels, each of which can be modulated independently. This technique also permits simultaneous modulation of all channels using a single modulator before the demultiplexer if the modulator is driven by a suitable electrical bit stream composed through TDM. A 32-channel WDM source was demonstrated in 1996 by using this method [142]. Since then, this technique has been used to provide sources with more than 1000 channels [144].

On the receiver end, multichannel WDM receivers have been developed because their use can simplify the system design and reduce the overall cost [146]. Monolithic receivers integrate a photodiode array with a demultiplexer on the same chip. Typically, a planar concave-grating demultiplexer or a WGR is integrated with the photodiode array. Even electronic amplifiers can be integrated within the same chip. The design of such monolithic receivers is similar to the transmitter shown in Fig. 8.21 except that no cavity is formed and the amplifier array is replaced with a photodiode array. Such a WDM receiver was first fabricated in 1995 by integrating an eight-channel WGR (with 0.8-nm channel spacing), eight $p-i-n$ photodiodes, and eight preamplifiers using heterojunction-bipolar transistor technology [147].

### 8.3 System Performance Issues

The most important issue in the design of WDM lightwave systems is the interchannel crosstalk. The system performance degrades whenever crosstalk leads to transfer of power from one channel to another. Such a transfer can occur because of the nonlinear effects in optical fibers, a phenomenon referred to as nonlinear crosstalk as it depends on the nonlinear nature of the communication channel. However, some crosstalk occurs even in a perfectly linear channel because of the imperfect nature of various WDM components such as optical filters, demultiplexers, and switches. In this section we
discuss both the linear and nonlinear crosstalk mechanisms and also consider other performance issues relevant for WDM systems.

### 8.3.1 Heterowavelength Linear Crosstalk

Linear crosstalk can be classified into two categories depending on its origin [148]–[163]. Optical filters and demultiplexers often let leak a fraction of the signal power from neighboring channels that interferes with the detection process. Such crosstalk is called heterowavelength or out-of-band crosstalk and is less of a problem because of its incoherent nature than the homowavelength or in-band crosstalk that occurs during routing of the WDM signal from multiple nodes. This subsection focuses on the heterowavelength crosstalk.

Consider the case in which a tunable optical filter is used to select a single channel among the $N$ channels incident on it. If the optical filter is set to pass the $m$th channel, the optical power reaching the photodetector can be written as $P = P_m + \sum_{n \neq m} T_{mn} P_n$ where $P_m$ is the power in the $m$th channel and $T_{mn}$ is the filter transmittivity for channel $n$ when channel $m$ is selected. Crosstalk occurs if $T_{mn} \neq 0$ for $n \neq m$. It is called out-of-band crosstalk because it belongs to the channels lying outside the spectral band occupied by the channel detected. Its incoherent nature is also apparent from the fact that it depends only on the power of the neighboring channels.

To evaluate the impact of such crosstalk on system performance, one should consider the power penalty, defined as the additional power required at the receiver to counteract the effect of crosstalk. The photocurrent generated in response to the incident optical power is given by

$$I = R_m P_m + \sum_{n \neq m} R_n T_{mn} P_n = I_{ch} + I_X,$$  \hspace{1cm} (8.3.1)

where $R_m = \eta_m q / h \nu_m$ is the photodetector responsivity for channel $m$ at the optical frequency $\nu_m$ and $\eta_m$ is the quantum efficiency. The second term $I_X$ in Eq. (8.3.1) denotes the crosstalk contribution to the receiver current $I$. Its value depends on the bit pattern and becomes maximum when all interfering channels carry 1 bits simultaneously (the worst case).

A simple approach to calculating the crosstalk power penalty is based on the eye closure (see Section 4.3.3) occurring as a result of the crosstalk [148]. The eye closes most in the worst case for which $I_X$ is maximum. In practice, $I_{ch}$ is increased to maintain the system performance. If $I_{ch}$ needs to be increased by a factor $\delta_X$, the peak current corresponding to the top of the eye is $I_1 = \delta_X I_{ch} + I_X$. The decision threshold is set at $I_D = I_1 / 2$. The eye opening from $I_D$ to the top level would be maintained at its original value $I_{ch}/2$ if

$$(\delta_X I_{ch} + I_X) - I_X - \frac{1}{2}(\delta_X I_{ch} + I_X) = \frac{1}{2} I_{ch},$$  \hspace{1cm} (8.3.2)

or when $\delta_X = 1 + I_X / I_{ch}$. The quantity $\delta_X$ is just the power penalty for the $m$th channel. By using $I_X$ and $I_{ch}$ from Eq. (8.3.1), $\delta_X$ can be written (in dB) as

$$\delta_X = 10 \log_{10} \left( 1 + \frac{\sum_{n \neq m} R_n T_{mn} P_n}{R_m P_m} \right),$$  \hspace{1cm} (8.3.3)
Figure 8.22: Crosstalk power penalty at four different values of the BER for a FP filter of finesse \( F = 100 \). (After Ref. [149]; ©1990 IEEE; reprinted with permission.)

where the powers correspond to their on-state values. If the peak power is assumed to be the same for all channels, the crosstalk penalty becomes power independent. Further, if the photodetector responsivity is nearly the same for all channels \( (R_m \approx R_n) \), \( \delta_X \) is well approximated by

\[
\delta_X \approx 10 \log_{10} (1 + X),
\]

where \( X = \sum_{n \neq m} T_{mn} \) is a measure of the out-of-band crosstalk; it represents the fraction of total power leaked into a specific channel from all other channels. The numerical value of \( X \) depends on the transmission characteristics of the specific optical filter. For a FP filter, \( X \) can be obtained in a closed form [149].

The preceding analysis of crosstalk penalty is based on the eye closure rather than the bit-error rate (BER). One can obtain an expression for the BER if \( I_X \) is treated as a random variable in Eq. (8.3.1). For a given value of \( I_X \), the BER is obtained by using the analysis of Section 4.5.1. In particular, the BER is given by Eq. (4.5.6) with the on- and off-state currents given by \( I_1 = I_{ch} + I_X \) and \( I_0 = I_X \) if we assume that \( I_{ch} = 0 \) in the off-state. The decision threshold is set at \( I_D = I_{ch}(1 + X)/2 \), which corresponds to the worst-case situation in which all neighboring channels are in the on state. The final BER is obtained by averaging over the distribution of the random variable \( I_X \). The
distribution of $I_X$ has been calculated for a FP filter and is generally far from being Gaussian. The crosstalk power penalty $\delta_X$ can be calculated by finding the increase in $I_{th}$ needed to maintain a certain value of BER. Figure 8.22 shows the calculated penalty for several values of BER plotted as a function of $N/F$ [149] with the choice $F = 100$. The solid curve corresponds to the error-free case ($BER = 0$). The power penalty can be kept below 0.2 dB to maintain a BER of $10^{-9}$ for values of $N/F$ as large as 0.33. From Eq. (8.2.2) the channel spacing can be as little as three times the bit rate for such FP filters.

### 8.3.2 Homowavelength Linear Crosstalk

Homowavelength or in-band crosstalk results from WDM components used for routing and switching along an optical network and has been of concern since the advent of WDM systems [150]–[163]. Its origin can be understood by considering a static wavelength router such as a WGR (see Fig. 8.16). For an $N \times N$ router, there exist $N^2$ combinations through which $N$-wavelength WDM signals can be split. Consider the output at one wavelength, say $\lambda_m$. Among the $N^2 - 1$ interfering signals that can accompany the desired signal, $N - 1$ signals have the same carrier wavelength $\lambda_m$, while the remaining $N(N - 1)$ belong to different carrier wavelengths and are likely to be eliminated as they pass through other WDM components. The $N - 1$ crosstalk signals at the same wavelength (in-band crosstalk) originate from incomplete filtering through a WGR because of its partially overlapping transmission peaks [153]. The total optical field, including only the in-band crosstalk, can be written as

$$E_m(t) = \left( E_m + \sum_{n \neq m} E_n \right) \exp(-i\omega_m t), \quad (8.3.5)$$

where $E_m$ is the desired signal and $\omega_n = 2\pi c/\lambda_n$. The coherent nature of the in-band crosstalk is obvious from Eq. (8.3.5).

To see the impact of in-band crosstalk on system performance, we should again consider the power penalty. The receiver current $I = R|E_m(t)|^2$ in this case contains interference or beat terms similar to the case of optical amplifiers (see Section 6.5). One can identify two types of beat terms; signal–crosstalk beating with terms like $E_mE_n$ and crosstalk–crosstalk beating with terms like $E_kE_n$, where $k \neq m$ and $n \neq m$. The latter terms are negligible in practice and can be ignored. The receiver current is then given approximately as

$$I(t) \approx RP_m(t) + 2R \sum_{n \neq m} \sqrt{P_m(t)P_n(t)} \cos(\phi_m(t) - \phi_n(t)), \quad (8.3.6)$$

where $P_n = |E_n|^2$ is the power and $\phi_n(t)$ is the phase. In practice, $P_n \ll P_m$ for $n \neq m$ because a WGR is built to reduce the crosstalk. Since phases are likely to fluctuate randomly, we can write Eq. (8.3.6) as $I(t) = R(P_m + \Delta P)$, treat the crosstalk as intensity noise, and use the approach of Section 4.6.2 for calculating the power penalty. In fact, the result is the same as in Eq. (4.6.11) and can be written as

$$\delta_X = -10 \log_{10}(1 - r_X^2Q^2), \quad (8.3.7)$$
where
\[ r_X^2 = \langle (\Delta P)^2 \rangle / P_m^2 = X(N - 1), \] (8.3.8)
and \( X = P_n/P_m \) is the crosstalk level defined as the fraction of power leaking through the WGR and is taken to be the same for all \( N - 1 \) sources of coherent in-band crosstalk by assuming equal powers. An average over the phases was performed by replacing \( \cos^2 \theta = \frac{1}{2} \). In addition, \( r_X^2 \) was multiplied by another factor of \( \frac{1}{2} \) to account for the fact that \( P_n \) is zero on average half of the times (during 0 bits). Experimental measurements of power penalty for a WGR agree with this simple model [153].

The impact of in-band crosstalk can be estimated from Fig. 4.19, where power penalty \( \delta_X \) is plotted as a function of \( r_X \). To keep the power penalty below 2 dB, \( r_X < 0.07 \) is required, a condition that limits \( X(N - 1) \) to below -23 dB from Eq. (8.3.8). Thus, the crosstalk level \( X \) must be below -38 dB for \( N = 16 \) and below -43 dB for \( N = 100 \), rather stringent requirements.

The calculation of crosstalk penalty in the case of dynamic wavelength routing through optical cross-connects becomes quite complicated because of a large number of crosstalk elements that a signal can pass through in such WDM networks [155]. The worst-case analysis predicts a large power penalty (> 3 dB) when the number of crosstalk elements becomes more than 25 even if the crosstalk level of each component is only -40 dB. Clearly, the linear crosstalk is of primary concern in the design of WDM networks and should be controlled. A simple technique consists of modulating or scrambling the laser phase at the transmitter at a frequency much larger than the laser linewidth [164]. Both theory and experiments show that the acceptable crosstalk level exceeds 1% (-20 dB) with this technique [162].

### 8.3.3 Nonlinear Raman Crosstalk

Several nonlinear effects in optical fibers [59] can lead to interchannel and intrachannel crosstalk that affects the system performance considerably [165–171]. Section 2.6 discussed such nonlinear effects and their origin from a physical point of view. This subsection focuses on the Raman crosstalk.

As discussed in Section 2.6, stimulated Raman scattering (SRS) is generally not of concern for single-channel systems because of its relatively high threshold (about 500 mW near 1.55 \( \mu \)m). The situation is quite different for WDM systems in which the fiber acts as a Raman amplifier (see Section 6.3) such that the long-wavelength channels are amplified by the short-wavelength channels as long as the wavelength difference is within the bandwidth of the Raman gain. The Raman gain spectrum of silica fibers is so broad that amplification can occur for channels spaced as far apart as 100 nm. The shortest-wavelength channel is most depleted as it can pump many channels simultaneously. Such an energy transfer among channels can be detrimental for system performance as it depends on the bit pattern—amplification occurs only when 1 bits are present in both channels simultaneously. The Raman-induced crosstalk degrades the system performance and is of considerable concern for WDM systems [172–179].

Raman crosstalk can be avoided if channel powers are made so small that SRS-induced amplification is negligible over the entire fiber length. It is thus important
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to estimate the limiting value of the channel power. A simple model considers the
depletion of the highest-frequency channel in the worst case in which 1 bits of all
colors overlap completely simultaneously [165]. The amplification factor for each
channel is \( G_m = \exp(g_m L_{\text{eff}}) \), where \( L_{\text{eff}} \) is the effective interaction length as defined
in Eq. (2.6.2) and \( g_m = g_{\text{rel}}(\Omega_m)P_{\text{ch}}/A_{\text{eff}} \) is the Raman gain at \( \Omega_m = \omega_1 - \omega_m \). For
\( g_m L_{\text{eff}} \ll 1 \), the shortest-wavelength channel at \( \omega_1 \) is depleted by a fraction \( g_m L_{\text{eff}} \) due to
Raman amplification of the \( m \)th channel. The total depletion for a \( M \)-channel WDM
system is given by

\[
D_R = \sum_{m=2}^{M} g_R(\Omega_m)P_{\text{ch}}L_{\text{eff}}/A_{\text{eff}}. 
\]

(8.3.9)

The summation in Eq. (8.3.9) can be carried out analytically if the Raman gain
spectrum (see Fig. 2.18) is approximated by a triangular profile such that \( g_R \) increases
linearly for frequencies up to 15 THz with a slope \( S_R = d g_R/d\nu \) and then drops to
zero. Using \( g_R(\Omega_m) = m S_R \Delta \nu_{\text{ch}} \), the fractional power loss for the shortest-wavelength
channel becomes [165]

\[
D_R = \frac{1}{2} M(M - 1) C_R P_{\text{ch}} L_{\text{eff}},
\]

(8.3.10)

where \( C_R = S_R \Delta \nu_{\text{ch}}/(2 A_{\text{eff}}) \). In deriving this equation, channels were assumed to have a
constant spacing \( \Delta \nu_{\text{ch}} \) and the Raman gain for each channel was reduced by a factor of
2 to account for random polarization states of different channels.

A more accurate analysis should consider not only depletion of each channel be-
cause of power transfer to longer-wavelength channels but also its own amplification
by shorter-wavelength channels. If all other nonlinear effects are neglected along with
GVD, evolution of the power \( P_n \) associated with the \( n \)th channel is governed by the
following equation (see Section 6.3):

\[
\frac{dP_n}{dz} + \alpha P_n = C_R P_n \sum_{m=1}^{M} (n-m)P_m,
\]

(8.3.11)

where \( \alpha \) is assumed to be the same for all channels. This set of \( M \) coupled nonlinear
equations can be solved analytically. For a fiber of length \( L \), the result is given by [172]

\[
P_n(L) = P_n(0)e^{-\alpha L} \frac{P_1 \exp((n-1)C_R P_{\text{ch}} L_{\text{eff}})}{\sum_{m=1}^{M} P_m(0) \exp((m-1)C_R P_{\text{ch}} L_{\text{eff}})},
\]

(8.3.12)

where \( P_1 = \sum_{m=1}^{M} P_m(0) \) is the total input power in all channels. This equation shows
that channel powers follow an exponential distribution because of Raman-induced cou-
ing among all channels.

The depletion factor \( D_R \) for the shortest-wavelength channel \( n = 1 \) is obtained
using \( D_R = (P_{10} - P_1)/P_{10} \), where \( P_{10} = P_1(0) \exp(-\alpha L) \) is the channel power expected in the
absence of SRS. In the case of equal input powers in all channels, \( P_1 = MP_{\text{ch}} \) in
Eq. (8.3.12), and \( D_R \) is given by

\[
D_R = 1 - \exp \left[ -\frac{1}{2} M(M - 1) C_R P_{\text{ch}} L_{\text{eff}} \right] \frac{M \sinh(\frac{1}{2} M C_R P_{\text{ch}} L_{\text{eff}})}{\sinh(\frac{1}{2} M^2 C_R P_{\text{ch}} L_{\text{eff}})}.
\]

(8.3.13)
In the limit $M^2 C R P_{\text{ch}} \Delta L \ll 1$, this complicated expression reduces to the simple result in Eq. (8.3.10). In general, Eq. (8.3.10) overestimates the Raman crosstalk.

The Raman-induced power penalty is obtained using $\delta_R = -10 \log(1 - D_R)$ because the input channel power must be increased by a factor of $(1 - D_R)^{-1}$ to maintain the same system performance. Figure 8.23 shows how the power penalty increases with an increase in the channel power and the number of channels. The channel spacing is assumed to be 100 GHz. The slope of the Raman gain is estimated from the gain spectrum to be $S_R = 4.9 \times 10^{-18}$ m/(W·GHz) while $A_{\text{eff}} = 50 \mu$m$^2$ and $L_{\text{eff}} \approx 1/\alpha = 21.74$ km. As seen from Fig. 8.23, the power penalty becomes quite large for WDM systems with a large number of channels. If a value of at most 1 dB is considered acceptable, the limiting channel power $P_{\text{ch}}$ exceeds 10 mW for 20 channels, but its value is reduced to below 1 mW when the number of WDM channels is larger than 70.

The foregoing analysis provides only a rough estimate of the Raman crosstalk as it neglects the fact that signals in each channel consist of a random sequence of 0 and 1 bits. A statistical analysis shows that the Raman crosstalk is lower by about a factor of 2 when signal modulation is taken into account [167]. The GVD effects that were neglected in the above analysis also reduce the Raman crosstalk since pulses in different channels travel at different speeds because of the group-velocity mismatch [173]. On the other hand, periodic amplification of the WDM signal can magnify the impact of SRS-induced degradation. The reason is that in-line amplifiers add noise which experiences less Raman loss than the signal itself, resulting in degradation of the SNR. The Raman crosstalk under realistic operating conditions was calculated in a 2001 study [179]. Numerical simulations showed that it can be reduced by inserting optical filters along the fiber link that block the low-frequency noise below the longest-wavelength channel [178]. Raman crosstalk can also be reduced using the technique of midway spectral inversion [174].
8.3.4 Stimulated Brillouin Scattering

Stimulated Brillouin scattering (SBS) can also transfer energy from a high-frequency channel to a low-frequency one when the channel spacing equals the Brillouin shift. However, in contrast with the case of SRS, such an energy transfer is easily avoided with the proper design of multichannel communication systems. The reason is that the Brillouin-gain bandwidth is extremely narrow (~20 MHz) compared with the Raman-gain bandwidth (~5 THz). Thus, the channel spacing must match almost exactly the Brillouin shift (about 10 GHz in the 1.55-μm region) for SBS to occur; such an exact match is easily avoided. Furthermore, as discussed in Section 2.6, the two channels must be counterpropagating for Brillouin amplification to occur.

Although SBS does not induce interchannel crosstalk when all channels propagate in the forward direction, it nonetheless limits the channel powers. The reason is that a part of the channel power can be transferred to a backward-propagating Stokes wave generated from noise when the threshold condition \( g_P P_0 L_{\text{eff}} / A_{\text{eff}} \approx 21 \) is satisfied (see Section 2.6). This condition is independent of the number and the presence of other channels. However, the threshold for each channel can be reached at low power levels. Figure 8.24 shows how the output power and power reflected backward through SBS vary in a 13-km-long dispersion-shifted fiber as the injected CW power is increased from 0.5 to 50 mW [180]. No more than 3 mW could be transmitted through the fiber in this experiment after the Brillouin threshold. For a fiber with \( A_{\text{eff}} = 50 \) μm² and \( \alpha = 0.2 \) dB/km, the threshold power is below 2 mW when the fiber length is long enough (>20 km) that \( L_{\text{eff}} \) can be replaced by \( 1/\alpha \).

The preceding estimate applies to CW signals as it neglects the effects of signal modulation resulting in a random sequence of 0 and 1 bits. In general, the Brillouin threshold depends on the modulation format as well as on the ratio of the bit rate to the Brillouin-gain bandwidth [181]. It increases to above 5 mW for lightwave systems operating near 10 Gb/s. Some applications require launch powers in excess of 10 mW.
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Several schemes have been proposed for raising the Brillouin threshold [182]–[187]. They rely on increasing either the Brillouin-gain bandwidth $\Delta v_B$ or the spectral width of optical carrier. The former has a value of about 20 MHz for silica fibers, while the latter is typically $< 10$ MHz for DFB lasers used in WDM systems. The bandwidth of an optical carrier can be increased without affecting the system performance by modulating its phase at a frequency much lower than the bit rate. Typically, the modulation frequency $\Delta v_m$ is in the range of 200–400 MHz. As the effective Brillouin gain is reduced by a factor of $(1 + \Delta v_m/\Delta v_B)$, the SBS threshold increases by the same factor. Since typically $\Delta v_B \sim 20$ MHz, the launched power can be increased by more than a factor of 10 by this technique.

If the Brillouin-gain bandwidth $\Delta v_B$ of the fiber itself can be increased from its nominal value of 20 MHz to more than 200 MHz, the SBS threshold can be increased without requiring a phase modulator. One technique uses sinusoidal strain along the fiber length for this purpose. The applied strain changes the Brillouin shift $v_B$ by a few percent in a periodic manner. The resulting Brillouin-gain spectrum is much broader than that occurring for a fixed value of $v_B$. The strain can be applied during cabling of the fiber. In one fiber cable, $\Delta v_B$ was found to increase from 50 to 400 MHz [182]. The Brillouin shift $v_B$ can also be changed by making the core radius nonuniform along the fiber length since the longitudinal acoustic frequency depends on the core radius. The same effect can be realized by changing the dopant concentration along the fiber length. This technique increased the SBS threshold of one fiber by 7 dB [183]. A side effect of varying the core radius or the dopant concentration is that the GVD parameter $\beta_2$ also changes along the fiber length. It is possible to vary both of them simultaneously in such a way that $\beta_2$ remains relatively uniform [185]. Phase modulation induced by a supervisory channel through the nonlinear phenomenon of cross-phase modulation (XPM) can also be used to suppress SBS [187]. XPM induced by neighboring channels can also help [184] but it is hard to control and is itself a source of crosstalk. In practice, a frequency modulator integrated within the transmitter provides the best method for suppressing SBS. Threshold levels $> 200$ mW have been realized with this technique [186].

8.3.5 Cross-Phase Modulation

The SPM and XPM both affect the performance of WDM systems. The effects of SPM has been discussed in Sections 5.3 and 7.7 in the context of single-channel systems; they also apply to individual channels of a WDM system. The phenomenon of XPM is an important mechanism of nonlinear crosstalk in WDM lightwave systems and has been studied extensively in this context [188]–[199].

As discussed in Section 2.6, XPM originates from the intensity dependence of the refractive index, which produces an intensity-dependent phase shift as the signal propagates through the optical fiber. The phase shift for a specific channel depends not only on the power of that channel but also on the power of other channels [59]. The total phase shift for the $j$th channel is given by (see Section 2.6)

$$\phi_j^{NL} = \frac{\gamma}{\alpha} \left( P_j + 2 \sum_{m \neq j}^N P_m \right),$$  \hspace{1cm} (8.3.14)
where the first term is due to SPM and $L_{\text{eff}}$ has been replaced with $1/\alpha$ assuming $\alpha L \gg 1$. The parameter $\gamma$ is in the range $1-10 \text{ W}^{-1}\text{km}^{-1}$ depending on the type of fiber used, larger values occurring for dispersion-compensating fibers. The nonlinear phase shift depends on the bit pattern of various channels and can vary from zero to its maximum value $\phi_{\text{max}} = (\gamma/\alpha)(2N-1)P_j$ for $N$ channels, if we assume equal channel powers.

Strictly speaking, the XPM-induced phase shift should not affect system performance if the GVD effects were negligible. However, any dispersion in fiber converts pattern-dependent phase shifts to power fluctuations, reducing the SNR at the receiver. This conversion can be understood by noting that time-dependent phase changes lead to frequency chirping that affects dispersion-induced broadening of the signal. Figure 8.25 shows XPM-induced fluctuations for a CW probe launched with a 10-Gb/s pump channel modulated using the NRZ format. The probe power fluctuates by as much as 6% after 320 km of dispersive fiber. The root-mean-square (RMS) value of fluctuations depends on the channel power and can be reduced by lowering it. As a rough estimate, if we use the condition $\phi_{\text{max}} < 1$, the channel power is restricted to

$$P_{ch} < \alpha/\gamma(2N-1).$$

(8.3.15)

For typical values of $\alpha$ and $\gamma$, $P_{ch}$ should be below 10 mW even for five channels and reduces to below 1 mW for more than 50 channels.

The preceding analysis provides only a rough estimate as it ignores the fact that pulses belonging to different channels travel at different speeds and walk through each other at a rate that depends on their wavelength difference. Since XPM can occur only when pulses overlap in the time domain, its impact is reduced considerably by the walk-off effects. As a faster-moving pulse belonging to one channel collides with and passes through a specific pulse in another channel, the XPM-induced chirp shifts the
pulse spectrum first toward red and then toward blue. In a lossless fiber, collisions of two pulses are perfectly symmetric, resulting in no net spectral shift at the end of the collision. In a loss-managed system with optical amplifiers placed periodically along the link, power variations make collisions between pulses of different channels asymmetric, resulting in a net frequency shift that depends on the channel spacing. Such frequency shifts lead to timing jitter (the speed of a channel depends on its frequency because of GVD) since their magnitude depends on the bit pattern as well as on the channel wavelengths. The combination of XPM-induced amplitude and timing jitter degrades the SNR at the receiver, especially for closely spaced channels, and leads to XPM-induced power penalty that depends on channel spacing and the type of fibers used for the WDM link. The power penalty increases for fibers with large GVD and for WDM systems designed with a small channel spacing and can exceed 5 dB even for 100-GHz spacing.

How can one control the XPM-induced crosstalk in WDM systems? Clearly, the use of low-GVD fibers will reduce this problem to some extent but is not practical because of the onset of FWM (see next subsection). In practice, dispersion management is employed in virtually all WDM systems such that the local dispersion is relatively large. Careful selection of the dispersion-map parameters may help from the XPM standpoint but may not be optimum from the SPM point of view [190]. A simple approach to XPM suppression consists of introducing relative time delays among the WDM channels after each map period such that the “1” bits in neighboring channels are unlikely to overlap most of the time [196]. The use of RZ format is quite helpful in this context because all 1 bits occupy only a fraction of the bit slot. In a 10-channel WDM experiment, time delays were introduced by using 10 fiber gratings spaced apart by varying distances chosen to enhance XPM suppression [198]. The BER floor observed after 500 km of transmission disappeared after the XPM suppressors (consisting of 10 Bragg gratings) were inserted every 100 km. The residual power penalty at a BER of $10^{-10}$ was below 2 dB for all channels.

### 8.3.6 Four-Wave Mixing

As discussed in Section 2.6, the nonlinear phenomenon of FWM requires phase matching. It becomes a major source of nonlinear crosstalk whenever the channel spacing and fiber dispersion are small enough to satisfy the phase-matching condition approximately [59]. This is the case when a WDM system operates close to the zero-dispersion wavelength of dispersion-shifted fibers. For this reason, several techniques have been developed for reducing the impact of FWM in WDM systems [167].

The physical origin of FWM-induced crosstalk and the resulting system degradation can be understood by noting that FWM generates a new wave at the frequency $\omega_{jk} = \omega_i + \omega_j - \omega_k$, whenever three waves at frequencies $\omega_i$, $\omega_j$, and $\omega_k$ copropagate inside the fiber. For an N-channel system, $i$, $j$, and $k$ can vary from 1 to $N$, resulting in a large combination of new frequencies generated by FWM. In the case of equally spaced channels, the new frequencies coincide with the existing frequencies, leading to coherent in-band crosstalk. When channels are not equally spaced, most FWM components fall in between the channels and lead to incoherent out-of-band crosstalk. In
both cases, the system performance is degraded because of a loss in the channel power, but the coherent crosstalk degrades system performance much more severely.

The FWM process in optical fibers is governed by a set of four coupled equations whose general solution requires a numerical approach [59]. If we neglect the phase shifts induced by SPM and XPM, assume that the three channels participating in the FWM process remain nearly undepleted, and include fiber losses, the amplitude $A_F$ of the FWM component at the frequency $\omega_F$ is governed by

$$
\frac{dA_F}{dz} = -\frac{\alpha}{2} A_F + d_F \gamma A_h A_i A_k^* \exp(-i\Delta k z),
$$

(8.3.16)

where $A_m(z) = A_m(0) \exp(-\alpha z/2)$ for $m = i, j, k$ and $d_F = 2 - \delta_{ij}$ is the degeneracy factor defined such that its value is 1 when $i = j$ but doubles when $i \neq j$. This equation can be easily integrated to obtain $A_F(z)$. The power transferred to the FWM component in a fiber of length $L$ is given by [200]

$$
P_F = |A_F(L)|^2 = \eta_F (d_F \gamma L)^2 P_i P_j P_k e^{-\alpha L},
$$

(8.3.17)

where $P_m = |A_m(0)|^2$ is the launched power in the $m$th channel and $\eta_F$ is a measure of the FWM efficiency defined as

$$
\eta_F = \frac{1 - \exp[-(\alpha + i\Delta k) L]}{(\alpha + i\Delta k) L}.
$$

(8.3.18)

The FWM efficiency $\eta_F$ depends on the channel spacing through the phase mismatch governed by

$$
\Delta k = \beta_F + \beta_h - \beta_j \approx \beta_2 (\omega_i - \omega_h) (\omega_j - \omega_h),
$$

(8.3.19)

where the propagation constants were expanded in a Taylor series around $\omega_c = (\omega_i + \omega_j)/2$ and $\beta_2$ is the GVD parameter at that frequency. If the GVD of the transmission fiber is relatively large, ($|\beta_2| > 5 \text{ ps}^2/\text{km}$), $\eta_F$ nearly vanishes for typical channel spacings of 50 GHz or more. In contrast, $\eta_F \approx 1$ close to the zero-dispersion wavelength of the fiber, resulting in considerable power in the FWM component, especially at high channel powers. In the case of equal channel powers, $P_F$ increases as $P_i^3$. This cubic dependence of the FWM component limits the channel powers to below 1 mW if FWM is nearly phase matched. Since the number of FWM components for an $M$-channel WDM system increases as $M^2(M - 1)/2$, the total power in all FWM components can be quite large.

A simple scheme for reducing the FWM-induced degradation consists of designing WDM systems with unequal channel spacings [167]. The main impact of FWM in this case is to reduce the channel power. This power depletion results in a power penalty that is relatively small compared with the case of equal channel spacings. Experimental measurements on WDM systems confirm the advantage of unequal channel spacings. In a 1999 experiment, this technique was used to transmit 22 channels, each operating at 10 Gb/s, over 320 km of dispersion-shifted fiber with 80-km amplifier spacing [201]. Channel spacings ranged from 125 to 275 GHz in the 1532- to 1562-nm wavelength region and were determined using a periodic allocation scheme [202]. The
zero-dispersion wavelength of the fiber was close to 1548 nm, resulting in near phase matching of many FWM components. Nonetheless, the system performed quite well with less than 1.5-dB power penalty for all channels.

The use of a nonuniform channel spacing is not always practical because many WDM components, such as optical filters and waveguide-grating routers, require equal channel spacings. A practical solution is offered by the periodic dispersion-management technique discussed in Section 7.8. In this case, fibers with normal and anomalous GVD are combined to form a dispersion map such that GVD is high locally all along the fiber even though its average value is quite low. As a result, the FWM efficiency $\eta_F$ is negligible throughout the fiber, resulting in little FWM-induced crosstalk. The use of dispersion management is common for suppressing FWM in WDM systems because of its practical simplicity. In fact, new kinds of fibers, called nonzero-dispersion-shifted fibers (NZDSFs), were designed and marketed after the advent of WDM systems. Typically, GVD is in the range of 4–8 ps/(km-nm) in such fibers to ensure that the FWM-induced crosstalk is minimized.

### 8.3.7 Other Design Issues

The design of WDM communication systems requires careful consideration of many transmitter and receiver characteristics. An important issue concerns the stability of the carrier frequency (or wavelength) associated with each channel. The frequency of light emitted from DFB or DBR semiconductor lasers can change considerably because of changes in the operating temperature ($\sim 10$ GHz/°C). Similar changes can also occur with the aging of lasers [203]. Such frequency changes are generally not of concern for single-channel systems. In the case of WDM lightwave systems it is important that the carrier frequencies of all channels remain stable, at least relatively, so that the channel spacing does not fluctuate with time.

A number of techniques have been used for frequency stabilization [204]–[209]. A common technique uses electrical feedback provided by a frequency discriminator using an atomic or molecular resonance to lock the laser frequency to the resonance frequency. For example, one can use ammonia, krypton, or acetylene for semiconductor lasers operating in the 1.55-µm region, as all three have resonances near that wavelength. Frequency stability to within 1 MHz can be achieved by this technique. Another technique makes use of the optogalvanic effect to lock the laser frequency to an atomic or molecular resonance. A phase-locked loop can also be used for frequency stabilization. In another scheme, a Michelson interferometer, calibrated by using a frequency-stabilized master DFB laser, provides a set of equally spaced reference frequencies [205]. A FP filter, an AWG, or any other filter with a comb-like periodic transmission spectrum can also be used for this purpose because it provides a reference set of equally spaced frequencies [206]. A fiber grating is useful for frequency stabilization but a separate grating is needed for each channel as its reflection spectrum is not periodic [207]. A frequency-dithered technique in combination with an AWG and an amplitude modulator can stabilize the channel frequency to within 0.3 GHz [209].

An important issue in the design of WDM networks is related to the loss of signal power that occurs because of insertion, distribution, and transmission losses. Optical amplifiers are used to compensate for such losses but not all channels are amplified by
the same factor unless the gain spectrum is flat over the entire bandwidth of the WDM signal. Although gain-flattening techniques are commonly employed, channel powers can still deviate by 10 dB or more when the WDM signal passes through many optical amplifiers before being detected. It may then become necessary to control the power of individual channels (through selective attenuation) at each node within a WDM network to make the channel powers nearly uniform. The issue of power management in WDM networks is quite complex and requires attention to many details [210]–[212]. The buildup of amplifier noise can also become a limiting factor when the WDM signal passes through a large number of amplifiers.

Another major issue in the design of WDM systems concerns dispersion management. As discussed in Chapter 7, dispersion-management techniques are commonly used for WDM networks. However, in a reconfigurable network the exact path of a WDM channel can change in a dynamic fashion. Such networks will require compensation of residual dispersion at individual nodes. Network management is an active area of research and requires attention to many details [213].

8.4 Time-Division Multiplexing

As discussed in Section 1.2, TDM is commonly performed in the electrical domain to obtain digital hierarchies for telecommunication systems. In this sense, even single-channel lightwave systems carry multiple TDM channels. The electrical TDM becomes difficult to implement at bit rates above 10 Gb/s because of the limitations imposed by high-speed electronics. A solution is offered by the optical TDM (OTDM), a scheme that can increase the bit rate of a single optical carrier to values above 1 Tb/s. The OTDM technique was studied extensively during the 1990s [214]–[219]. Its commercial deployment requires new types of optical transmitters and receivers based on all-optical multiplexing and demultiplexing techniques. In this section we first discuss these new techniques and then focus on the design and performance issues related to OTDM lightwave systems.

8.4.1 Channel Multiplexing

In OTDM lightwave systems, several optical signals at a bit rate $B$ share the same carrier frequency and are multiplexed optically to form a composite bit stream at the bit rate $NB$, where $N$ is the number of channels. Several multiplexing techniques can be used for this purpose [219]. Figure 8.26 shows the design of an OTDM transmitter based on the delay-line technique. It requires a laser capable of generating a periodic pulse train at the repetition rate equal to the single-channel bit rate $B$. Moreover, the laser should produce pulses of width $T_p$ such that $T_p < T_B = (NB)^{-1}$ to ensure that each pulse will fit within its allocated time slot $T_B$. The laser output is split equally into $N$ branches, after amplification if necessary. A modulator in each branch blocks the pulses representing 0 bits and creates $N$ independent bit streams at the bit rate $B$.

Multiplexing of $N$ bit streams is achieved by a delay technique that can be implemented optically in a simple manner. In this scheme, the bit stream in the $n$th branch is delayed by an amount $(n - 1)/(NB)$, where $n = 1, \ldots, N$. The output of all branches is
then combined to form a composite signal. It should be clear that the multiplexed bit stream produced using such a scheme has a bit slot corresponding to the bit rate $N B$. Furthermore, $N$ consecutive bits in each interval of duration $B^{-1}$ belong to $N$ different channels, as required by the TDM scheme (see Section 1.2).

The entire OTDM multiplexer (except for modulators which require LiNbO$_3$ or semiconductor waveguides) can be built using single-mode fibers. Splitting and recombining of signals in $N$ branches can be accomplished with $1 \times N$ fused fiber couplers. The optical delay lines can be implemented using fiber segments of controlled lengths. As an example, a 1-mm length difference introduces a delay of about 5 ps. Note that the delay lines can be relatively long (10 cm or more) because only the length difference has to be matched precisely. For a precision of 0.1 ps, typically required for a 40-Gb/s OTDM signal, the delay lengths should be controlled to within 20 µm. Such precision is hard to realize using optical fibers.

An alternative approach makes use of planar lightwave circuits fabricated using the silica-on-silicon technology [41]–[45]. Such devices can be made polarization insensitive while providing a precise control of the delay lengths. However, the entire multiplexer cannot be built in the form of a planar lightwave circuit as modulators cannot be integrated with this technology. A simple approach consists of inserting an InP chip containing an array of electroabsorption modulators in between the silica waveguides that are used for splitting, delaying and combining the multiple channels (see Fig. 8.26). The main problem with this approach is the spot-size mismatch as the optical signal passes from Si to InP waveguide (and vice versa). This problem can be solved by integrating spot-size converters with the modulators. Such an integrated OTDM multiplexer was used in a 160-Gb/s experiment in which 16 channels, each operating at 10 Gb/s were multiplexed [218].

An important difference between the OTDM and WDM techniques should be apparent from Fig. 8.26: The OTDM technique requires the use of the RZ format (see Section 1.2.3). In this respect, OTDM is similar to soliton systems (covered in Chapter 9), which must also use the RZ format. Historically, the NRZ format used before the advent of lightwave technology was retained even for optical communication systems. Starting in the late 1990s, the RZ format began to appear in dispersion-managed WDM systems in the form of CRZ format. The use of OTDM requires optical sources emitting a train of short optical pulses at a repetition rate as high as 40 GHz. Two types
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of lasers are commonly used for this purpose [219]. In one approach, gain switching
or mode locking of a semiconductor laser provides 10–20 ps pulses at a high repetition
rate, which can be compressed using a variety of techniques [40]. In another approach,
a fiber laser is harmonically mode locked using an intracavity LiNbO$_3$ modulator [40].
Such lasers can provide pulse widths ~1 ps at a repetition rate of up to 40 GHz. More
details on short-pulse transmitters are given in Section 9.2.4.

8.4.2 Channel Demultiplexing

Demultiplexing of individual channels from an OTDM signal requires electro-optic
or all-optical techniques. Several schemes have been developed, each having its own
merits and drawbacks [216]–[220]. Figure 8.27 shows three schemes discussed in this
section. All demultiplexing techniques require a clock signal—a periodic pulse train
at the single-channel bit rate. The clock signal is in the electric form for electro-optic
demultiplexing but consists of an optical pulse train for all-optical demultiplexing.

The electro-optic technique uses several MZ-type LiNbO$_3$ modulators in series.
Each modulator halves the bit rate by rejecting alternate bits in the incoming signal.
Thus, an 8-channel OTDM system requires three modulators, driven by the same
electrical clock signal (see Fig. 8.27), but with different voltages equal to $4V_0$, $2V_0$, and $V_0$,
where $V_0$ is the voltage required for $\pi$ phase shift in one arm of the MZ interferometer.
Different channels can be selected by changing the phase of the clock signal. The
main advantage of this technique is that it uses commercially available components.
However, it has several disadvantages, the most important being that it is limited by
the speed of modulators. The electro-optic technique also requires a large number of
expensive components, some of which need high drive voltage.

Several all-optical techniques make use of a nonlinear optical-loop mirror (NOLM)
constructed using a fiber loop whose ends are connected to the two output ports of
a 3-dB fiber coupler as shown in Fig. 8.27(b). Such a device is also referred to as
the Sagnac interferometer. The NOLM is called a mirror because it reflects its input
entirely when the counterpropagating waves experience the same phase shift over one
round trip. However, if the symmetry is broken by introducing a relative phase shift
of $\pi$ between them, the signal is fully transmitted by the NOLM. The demultiplexing
operation of an NOLM is based on the XPM [59], the same nonlinear phenomenon that
can lead to crosstalk in WDM systems.

Demultiplexing of an OTDM signal by an NOLM can be understood as follows. The
clock signal consisting of a train of optical pulses at the single-channel bit rate
is injected into the loop such that it propagates only in the clockwise direction. The
OTDM signal enters the NOLM after being equally split into counterpropagating
directions by the 3-dB coupler. The clock signal introduces a phase shift through XPM for
pulses belonging to a specific channel within the OTDM signal. In the simplest case,
optical fiber itself introduces XPM. The power of the optical signal and the loop length
are made large enough to introduce a relative phase shift of $\pi$. As a result, a single
channel is demultiplexed by the NOLM. In this sense, a NOLM is the TDM counter-
part of the WDM add–drop multiplexers discussed in Section 8.2.3. All channels can
be demultiplexed simultaneously by using several NOLMs in parallel [220]. Fiber
nonlinearity is fast enough that such a device can respond at femtosecond time scales. De-
Figure 8.27: Demultiplexing schemes for OTDM signals based on (a) cascaded LiNbO$_3$ modulators, (b) XPM in a nonlinear optical-loop mirror, and (c) FWM in a nonlinear medium.

multiplexing of a 6.3-Gb/s channel from a 100-Gb/s OTDM signal was demonstrated in 1993. By 1998, the NOLM was used to demultiplex a 640-Gb/s OTDM signal [221].

The third scheme for demultiplexing in Fig. 8.27 makes use of FWM in a nonlinear medium and works in a way similar to the wavelength-conversion scheme discussed in Section 8.2.5. The OTDM signal is launched together with the clock signal (at a different wavelength) into a nonlinear medium. The clock signal plays the role of the pump for the FWM process. In time slots in which a clock pulse overlaps with the 1 bit of the channel that needs to be demultiplexed, FWM produces a pulse at the new wavelength. As a result, the pulse train at this new wavelength is an exact replica of the channel that needs to be demultiplexed. An optical filter is used to separate the demultiplexed channel from the OTDM and clock signals. A polarization-preserving fiber is often used as the nonlinear medium for FWM because of the ultrafast nature of its nonlinearity and its ability to preserve the state of polarization despite environmental fluctuations. As early as 1996, error-free demultiplexing of 10-Gb/s channels from
a 500-Gb/s OTDM signal was demonstrated by using clock pulses of about 1 ps duration [222]. This scheme can also amplify the demultiplexed channel (by up to 40 dB) through parametric amplification inside the same fiber [223].

The main limitation of a fiber-based demultiplexer stems from the weak fiber nonlinearity. Typically, fiber length should be 5 km or more for the device to function at practical power levels of the clock signal. This problem can be solved in two ways. In one approach, the required fiber length is reduced by up to a factor of 10 by using special fibers designed such that the nonlinear parameter γ is enhanced because of a reduced spot size of the fiber mode [223]. Alternatively, a different nonlinear medium can be used in place of the optical fiber. The nonlinear medium of choice in practice is the SOA. Both the XPM and FWM schemes have been shown to work using SOAs. In the case of a NOLM, an SOA is inserted within the fiber loop. The XPM-induced phase shift occurs because of changes in the refractive index induced by the clock pulses as they saturate the SOA gain (similar to the wavelength-conversion scheme discussed earlier). As the phase shift occurs selectively only for the data bits belonging to a specific channel, that channel is demultiplexed. The refractive-index change induced by the SOA is large enough that a relative phase shift of π can be induced at moderate power levels by an SOA of <1-mm length.

The main limitation of an SOA results from its relatively slow temporal response governed by the carrier lifetime (∼1 ns). By injecting a CW signal with the clock signal (at a different wavelength), the carrier lifetime can be reduced to below 100 ps. Such demultiplexers can work at 10 Gb/s. Even faster response can be realized by using a gating scheme. For example, by placing an SOA asymmetrically within the NOLM such that the counterpropagating signals enter the SOA at different times, the device can be made to respond at a time scale ∼1 ps. Such a device is referred to as the terahertz optical asymmetrical demultiplexer (TOAD). Its operation at bit rates as high as 250 Gb/s was demonstrated by 1994 [224]. A MZ interferometer with two SOAs in its two branches (see Fig. 8.20) can also demultiplex an OTDM signal at high speeds and can be fabricated in the form of an integrated compact chip using the InGaAsP/InP technology [125]. The silica-on-silicon technology has also been used to make a compact MZ demultiplexer in a symmetric configuration that was capable of demultiplexing a 168-Gb/s signal [217]. If the SOAs are placed in an asymmetric fashion, the device operates similar to a TOAD device. Figure 8.28(a) shows such a MZ device fabricated with the InGaAsP/InP technology [225]. The offset between the two SOAs plays a critical role in this device and is typically <1 mm.

The operating principle behind the MZ-TOAD device can be understood from Fig. 8.28. The clock signal (control) enters from port 3 of the MZ interferometer and is split into two branches. It enters the SOA1 first, saturates its gain, and opens the MZ switch through XPM-induced phase shift. A few picoseconds later, the SOA2 is saturated by the clock signal. The resulting phase shift closes the MZ switch. The duration of the switching window can be precisely controlled by the relative location of the two SOAs as shown in Fig. 8.28(b). Such a device is not limited by the carrier lifetime and can operate at high bit rates when designed properly.

Demultiplexing of an OTDM signal requires the recovery of a clock signal from the OTDM signal itself. An all-optical scheme is needed because of the high bit rates associated with OTDM signals. An optical phase-locked loop based on the FWM process
is commonly used for this purpose. Schemes based on a NOLM or an injection-locked laser can also be used [219]. Self-pulsing semiconductor lasers as well as mode-locked fiber lasers have been used for injection locking.

### 8.4.3 System Performance

The transmission distance $L$ of OTDM signals is limited in practice by fiber dispersion because of the use of short optical pulses ($\sim 1$ ps) dictated by relatively high bit rates. In fact, an OTDM signal carrying $N$ channels at the bit rate $B$ is equivalent to transmitting a single channel at the composite bit rate of $NB$, and the bit rate–distance product $NB/L$ is restricted by the dispersion limits found in Sections 2.4.3. As an example, it is evident from Fig. 2.13 that a 200-Gb/s system is limited to $L < 50$ km even when the system is designed to operate exactly at the zero-dispersion wavelength of the fiber. Thus, OTDM systems require not only dispersion-shifted fibers but also the use of dispersion-management techniques capable of reducing the impact of both the second- and third-order dispersive effects. Even then, PMD becomes a limiting factor for long fiber lengths and its compensation is often necessary. The intrachannel nonlinear effects also limit the performance of OTDM systems; the use of soliton-like pulses is often necessary for OTDM systems [217].

In spite of the difficulties inherent in propagation of single-carrier OTDM systems operating at bit rates exceeding 100 Gb/s, many laboratory experiments have realized high-speed transmission using the OTDM technique [219]. In a 1996 experiment, a 100-Gb/s OTDM signal consisting of 16 channels at 6.3 Gb/s was transmitted over 560 km by using optical amplifiers (80-km spacing) together with dispersion management. The laser source in this experiment was a mode-locked fiber laser producing 3.5-ps pulses at a repetition rate of 6.3 GHz (the bit rate of each multiplexed channel). A multiplexing scheme similar to that shown in Fig. 7.26 was used to generate the 100-Gb/s OTDM signal. The total bit rate was later extended to 400 Gb/s (forty 10-Gb/s channels) by using a supercontinuum pulse source producing 1-ps pulses [226]. Such short pulses are needed since the bit slot is only 2.5-ps wide at 400 Gb/s. It was neces-

Figure 8.28: (a) Mach–Zehnder TOAD demultiplexer with two SOAs placed asymmetrically. Insets show the device structure. (b) Gain variations inside two SOAs and the resulting switching window. (After Ref. [225]; ©2001 IEEE; reprinted with permission.)
8.5. Subcarrier Multiplexing

In some LAN and MAN applications the bit rate of each channel should be relatively low but the number of channels can become quite large. An example is provided by common-antenna (cable) television (CATV) networks that have used historically electrical communication techniques. The basic concept behind subcarrier multiplexing (SCM) is borrowed from microwave technology, which employs multiple microwave carriers for transmission of multiple channels (electrical FDM) over coaxial cables or free space. The total bandwidth is limited to well below 1 GHz when coaxial cables are used to transmit a multichannel microwave signal. However, if the microwave signal is transmitted optically by using optical fibers, the signal bandwidth can easily exceed 10 GHz for a single optical carrier. Such a scheme is referred to as SCM, since multiplexing is done by using microwave subcarriers rather than the optical carrier. It has
Figure 8.29: Schematic illustration of subcarrier multiplexing. Multiple microwave subcarriers (SC) are modulated, and the composite electrical signal is used to modulate an optical carrier at the transmitter (Tx).

been used commercially by the CATV industry since 1992 and can be combined with TDM or WDM. A combination of SCM and WDM can realize bandwidths in excess of 1 THz.

Figure 8.29 shows schematically a SCM lightwave system designed with a single optical carrier. The main advantage of SCM is the flexibility and the upgradability offered by it in the design of broadband networks. One can use analog or digital modulation, or a combination of the two, to transmit multiple voice, data, and video signals to a large number of users. Each user can be served by a single subcarrier, or the multichannel signal can be distributed to all users as done commonly by the CATV industry. The SCM technique has been studied extensively because of its wide-ranging practical applications [231]-[234]. In this section we describe both the analog and digital SCM systems with emphasis on their design and performance.

8.5.1 Analog SCM Systems

This book focuses mostly on digital modulation techniques as they are employed almost universally for lightwave systems. An exception occurs in the case of SCM systems designed for video distribution. Most CATV networks distribute television channels by using analog techniques based on frequency modulation (FM) or amplitude modulation with vestigial sideband (AM-VSB) formats [232]. As the wave form of an analog signal must be preserved during transmission, analog SCM systems require a high SNR at the receiver and impose strict linearity requirements on the optical source and the communication channel.

In analog SCM lightwave systems, each microwave subcarrier is modulated using an analog format, and the output of all subcarriers is summed using a microwave power combiner (see Fig. 8.29). The composite signal is used to modulate the intensity of a semiconductor laser directly by adding it to the bias current. The transmitted power
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can be written as

\[ P(t) = P_b \left[ 1 + \sum_{j=1}^{N} m_j a_j \cos(2\pi f_j t + \phi_j) \right], \]  

(8.5.1)

where \( P_b \) is the output power at the bias level and \( m_j, a_j, f_j, \) and \( \phi_j \) are, respectively, the modulation index, amplitude, frequency, and phase associated with the \( j \)th microwave subcarrier; \( a_j, f_j, \) or \( \phi_j \) is modulated to impose the signal depending on whether AM, FM, or phase modulation (PM) is used.

The power at the receiver would also be in the form of Eq. (8.5.1) if the communication channel were perfectly linear. In practice, the analog signal is distorted during its transmission through the fiber link. The distortion is referred to as *intermodulation distortion* (IMD) and is similar in nature to the FWM distortion discussed in Section 8.3. Any nonlinearity in the response of the semiconductor laser used inside the optical transmitter or in the propagation characteristics of fibers generates new frequencies of the form \( f_1 + f_j \) and \( f_1 + f_j \pm f_k \), some of which lie within the transmission bandwidth and distort the analog signal. The new frequencies are referred to as the *intermodulation products* (IMPs). These are further subdivided as two-tone IMPs and triple-beat IMPs, depending on whether two frequencies coincide or all three frequencies are distinct. The triple-beat IMPs tend to be a major source of distortion because of their large number. An \( N \)-channel SCM system generates \( N(N - 1)(N - 2)/2 \) triple-beat terms compared with \( N(N - 1) \) two-tone terms. The second-order IMD must also be considered if subcarriers occupy a large bandwidth.

IMD has its origin in several distinct nonlinear mechanisms. The dynamic response of semiconductor lasers is governed by the rate equations (see Section 3.5), which are intrinsically nonlinear. The solution of these equations provides expressions for the second- and third-order IMPs originating from this intrinsic nonlinearity. Their contribution is largest whenever the IMP frequency falls near the relaxation-oscillation frequency. A second source of IMD is the nonlinearity of the power-current curve (see Fig. 3.20). The magnitude of resulting IMPs can be calculated by expanding the output power in a Taylor series around the bias power [232]. Several other mechanisms, such as fiber dispersion, frequency chirp, and mode-partition noise can cause IMD, and their impact on the SCM systems has been studied extensively [235].

The IMD-induced degradation of the system performance depends on the interchannel interference created by IMPs. Depending on the channel spacing among microwave subcarriers, some of the IMPs fall within the bandwidth of a specific channel and affect the signal recovery. It is common to introduce composite second-order (CSO) and composite triple-beat (CTB) distortion by adding the power for all IMPs that fall within the passband of a specific channel [232]. The CSO and CTB distortion values are normalized to the carrier power of that channel and expressed in dBc units, where the "c" in dBc denotes normalization with respect to the carrier power. Typically, CSO and CTB distortion values should be below \(-60\) dBc for negligible impact on the system performance; both of them increase rapidly with an increase in the modulation index.

System performance depends on the SNR associated with the demodulated signal. In the case of SCM systems, the *carrier-to-noise ratio* (CNR) is often used in place of SNR. The CNR is defined as the ratio of RMS carrier power to RMS noise power at
the receiver and can be written as

\[
\text{CNR} = \frac{(mP)^2/2}{\sigma_n^2 + \sigma_T^2 + \sigma_I^2 + \sigma_{\text{IMD}}^2},
\]

(8.5.2)

where \( m \) is the modulation index, \( R \) is the detector responsivity, \( P \) is the average received optical power, and \( \sigma_n, \sigma_T, \sigma_I, \) and \( \sigma_{\text{IMD}} \) are the RMS values of the noise currents associated with the shot noise, thermal noise, intensity noise, and IMD, respectively. The expressions for \( \sigma_n^2 \) and \( \sigma_I^2 \) are given in Section 4.4.1. The RMS value \( \sigma_I \) of the intensity noise can be obtained from Eq. (4.6.6) in Section 4.6.2. If we assume that the relative intensity noise (RIN) of the laser is nearly uniform within the receiver bandwidth,

\[
\sigma_I^2 = (\text{RIN})(\text{RMS})^2/(2\Delta f).
\]

(8.5.3)

The RMS value of \( \sigma_{\text{IMD}} \) depends on the CSO and CTB distortion values.

The CNR requirements of SCM systems depend on the modulation format. In the case of AM-VSB format, the CNR should typically exceed 50 dB for satisfactory performance. Such large values can be realized only by increasing the received optical power \( P \) to a relatively large value (> 0.1 mW). This requirement has two effects. First, the power budget of AM-analog SCM systems is extremely limited unless the transmitter power is increased above 10 mW. Second, the intensity-noise contribution to the receiver noise dominates the system performance as \( \sigma_I^2 \) increases quadratically with \( P \). In fact, the CNR becomes independent of the received optical power when \( \sigma_I^2 \) dominates. From Eqs. (8.5.2) and (8.5.3) the limited value of CNR is given by

\[
\text{CNR} \approx \frac{m^2}{4(\text{RIN})\Delta f}.
\]

(8.5.4)

As an example, the RIN of the transmitter laser should be below \(-150 \text{ dB/Hz}\) to realize a CNR of 50 dB if \( m = 0.1 \) and \( \Delta f = 50 \text{ MHz} \) are used as the representative values. Larger values of RIN can be tolerated only by increasing the modulation index \( m \) or by decreasing the receiver bandwidth. Indeed, DFB lasers with low values of the RIN were developed during the 1990s for CATV applications. In general, the DFB laser is biased high above threshold to provide a bias power \( P_b \) in excess of 5 mW because its RIN decreases as \( \frac{P_b}{P_b^0} \). High values of the bias power also permit an increase in the modulation index \( m \).

The intensity noise can become a problem even when the transmitter laser is selected with a low RIN value to provide a large CNR in accordance with Eq. (8.5.4). The reason is that the RIN can be enhanced during signal transmission inside optical fibers. One such mechanism is related to multiple reflections between two reflecting surfaces along the fiber link. As discussed in Section 5.4.5, the two reflective surfaces act as an FP interferometer which converts the laser-frequency noise into intensity noise. The reflection-induced RIN depends on both the laser linewidth and the spacing between reflecting surfaces. It can be avoided by using fiber components (splices and connectors) with negligible parasitic reflections (< -40 dB) and by using lasers with a narrow linewidth (< 1 MHz). Another mechanism for the RIN enhancement is provided by the dispersive fiber itself. Because of GVD, different frequency components
travel at slightly different speeds. As a result, frequency fluctuations are converted into intensity fluctuations during signal transmission. The dispersion-induced RIN depends on laser linewidth and increases quadratically with fiber length. Fiber dispersion also enhances CSO and CTB distortion for long link lengths [232]. It becomes necessary to use dispersion-management techniques for such SCM systems. In a 1996 experiment, the use of a chirped fiber grating for dispersion compensation reduced the RIN by more than 30 dB for fiber spans of 30 and 60 km [236]. Of course, other compensation techniques such as optical phase conjugation can also be used [237].

The CNR requirement can be relaxed by changing the modulation format from AM to FM. The bandwidth of a FM subcarrier is considerably larger (30 MHz in place of 4 MHz). However, the required CNR at the receiver is much lower (about 16 dB in place of 50 dB) because of the so-called FM advantage that yields a studio-quality video signal (> 50-dB SNR) with only 16-dB CNR. As a result, the optical power needed at the receiver can be as small as 10 μW. The RIN is not much of a problem for such systems as long as the RIN value is below −135 dB/Hz. In fact, the receiver noise of FM systems is generally dominated by the thermal noise. Both the AM and FM techniques have been used successfully for analog SCM lightwave systems [232]. The number of channels for AM systems is often limited by the clipping noise occurring when the modulated signal drops below the laser threshold [238].

### 8.5.2 Digital SCM Systems

During the 1990s, the emphasis of SCM systems shifted from analog to digital modulation. The frequency-shift keying (FSK) format was used for modulating microwave subcarriers [231] as early as 1990 but its use requires coherent detection techniques (see Chapter 10). Moreover, a single digital video channel requires a bit rate of more than 100 Mb/s or more in contrast with the analog channel that occupies a bandwidth of only about 6 MHz. For this reason, other modulation formats such as quadrature AM (called QAM), carrierless AM/PM, and quadrature PSK have been explored. A common technique uses a multilevel QAM format. If M represents the number of discrete levels used, the resulting nonbinary digital signal is called M-ary because each bit can have M possible amplitudes (typically M = 64). Such a signal can be recovered at the receiver without using coherent detection and requires a lower CNR compared with that needed for analog AM-VSB systems. The capacity of an SCM system can be increased considerably by employing hybrid techniques that mix analog and digital formats [233].

To produce the QAM format from a binary bit stream, two or more neighboring bits are combined together to form a multilevel signal at a reduced bit rate. For example, if 2 bits are combined in pairs, one obtains a bit stream at the half bit rate but each symbol represents four possible combinations 00, 01, 10, 11. To distinguish between 01 and 10, the signal phase should be modified. This forces one to consider both quadratures of the microwave subcarrier (hence the name QAM). More specifically, the jth combination is represented as

\[ s_j(t) = c_j \cos(\omega_c t + \theta_j) \equiv a_j \cos(\omega_c t) + b_j \sin(\omega_c t), \tag{8.5.5} \]
where \( j = 1 \) to 4 and \( \omega_j \) is the frequency of the subcarrier. As an example, \( \theta_j \) can be \( 0, \pi/2, \pi, \) and \( 3\pi/2 \) for the four combinations. The main point is that the four combinations of the 2 bits are represented by four pairs of numbers of the form \((a_j, b_j)\), where \( a_j \) and \( b_j \) have three possible values \((-1, 0, 1)\). The same idea can be extended to combine more than 2 bits. The combination of \( m \) bits yields the QAM format with \( M = 2^m \) levels. It is common to refer such systems as M-QAM SCM systems.

The hybrid SCM systems that combine the analog AM-VSB format with the digital M-QAM format have attracted considerable attention because they can transmit a large number of video channels over the same fiber simultaneously [233]. The performance of such systems is affected by the clipping noise, multiple optical reflections, and the nonlinear mechanisms such as self-phase modulation (SPM) and SBS, all of which limit the total power and the number of channels that can be multiplexed. Nevertheless, hybrid SCM systems can transport up to 80 analog and 30 digital channels using a single optical transmitter. If only QAM format is employed, the number of digital channels is limited to about 80. In a 2000 experiment, 78 channels with the 64-QAM format were transmitted over 740 km [234]. Each channel had a bit rate of 30 Mb/s, resulting in a total capacity of 2.34 Gb/s. Such a SCM system can transport up to 500 compressed video channels. Further increase in the system capacity can be realized by combining the SCM and WDM techniques, a topic discussed next.

### 8.5.3 Multiwavelength SCM Systems

The combination of WDM and SCM provides the potential of designing broadband passive optical networks capable of providing integrated services (audio, video, data, etc.) to a large number of subscribers [239]–[243]. In this scheme, shown schematically in Fig. 8.30, multiple optical carriers are launched into the same optical fiber through the WDM technique. Each optical carrier carries multiple SCM channels using several microwave subcarriers. One can mix analog and digital signals using different subcarriers or different optical carriers. Such networks are extremely flexible and easy to upgrade as the demand grows. As early as 1990, 16 DFB lasers with a wavelength spacing of 2 nm in the 1.55-\( \mu \)m region were modulated with 100 analog video channels and six 622-Mb/s digital channels [240]. Video channels were multiplexed using the SCM technique such that one DFB laser carried 10 SCM channels over the bandwidth 300–700 MHz. The ultimate potential of such WDM systems was demonstrated in a
2000 experiment in which a broadcast-and-select network was capable of delivering 10,000 channels, each operating at 20 Gb/s [242]. The network used 32 wavelengths (on the ITU grid) each of which could carry 310 microwave subcarriers by modulating at a composite bit rate of 20 Gb/s.

The limiting factor for multiwavelength SCM networks is interchannel crosstalk resulting from both the linear and nonlinear processes [244]-[246]. The nonlinear effects that produce interchannel crosstalk are SRS and XPM, both of which have been analyzed. Figure 8.31 shows the crosstalk measured in a two-channel experiment together with the theoretical prediction of the SRS- and XPM-induced crosstalk levels [245]. One channel is modulated and carries the actual signal while the other operates continuously (CW) but its power is low enough that it acts as a probe. The wavelength difference \( \Delta \lambda = \lambda_{\text{mod}} - \lambda_{\text{CW}} \) is \( \pm 8.5 \) nm in the two cases shown in Fig. 8.31. The probe power varies with time because of SRS and XPM, and the crosstalk is defined as the ratio of radio-frequency (RF) powers in the two channels. The XPM-induced crosstalk increases and the Raman-induced crosstalk decreases with the modulation frequency but each has the same magnitude in the two cases shown in Fig. 8.31. The two crosstalks add up in phase only when \( \Delta \lambda_{\text{mod}} < \Delta \lambda_{\text{CW}} \), resulting in a larger value of the total crosstalk in that case. The asymmetry seen in Fig. 8.31 is due to SRS and depends on whether the CW probe channel is being depleted or is being amplified by the other channel.

The linear crosstalk results from the phenomenon of optical beat interference. It occurs when two or more users transmit simultaneously on the same optical channel using different subcarrier frequencies. As the optical carrier frequencies are then slightly different, their beating produces a beat note in the photocurrent. If the beat-note frequency overlaps an active subcarrier channel, an interference signal would limit the detection process in a way similar to IMD. Statistical models have been used to estimate the probability of channel outage because of optical beat interference [244].

Multiwavelength SCM systems are quite useful for LAN and MAN applications [239]. They can provide multiple services (telephone, analog and digital TV channels, computer data, etc.) with only one optical transmitter and one optical receiver per user because different services can use different microwave subcarriers. This approach lowers the cost of terminal equipment in access networks. Different services can be offered
without requiring synchronization, and microwave subcarriers can be processed using commercial electronic components. Each user is assigned a unique wavelength for transmitting multiple SCM messages but can receive multiple wavelengths. The main advantage of multichannel SCM is that the network can serve $N/M$ users, where $N$ is the number of optical wavelengths and $M$ is the number of microwave carriers by using only $N$ distinct transmitter wavelengths. The optical wavelengths can be relatively far apart (coarse WDM) for reducing the cost of the terminal equipment. In another approach, the hybrid fiber/coaxial (HFC) technology is used to provide broadband integrated services to the subscriber. Digital video transport systems operating at 10 Gb/s by combining the WDM and SCM techniques are available commercially since 1996. The use of WDM and SCM for personal communication networks is quite appealing. The SCM technique is also being explored for network management and performance monitoring [247].

### 8.6 Code-Division Multiplexing

The multiplexing techniques discussed so far in this chapter can be classified as scheduled multiple-access techniques in which different users use the network according to a fixed assignment. Their major advantage is the simplicity of data routing among users. This simplicity, however, is achieved at the expense of an inefficient utilization of the channel bandwidth. This drawback can be overcome by using a random multiple-access technique that allows users to access any channel randomly at an arbitrary time.

A multiplexing scheme well known in the domain of wireless communications makes use of the spread-spectrum technique [248]. It is referred to as code-division multiplexing (CDM) because each channel is coded in such a way that its spectrum spreads over a much wider region than occupied by the original signal.

Although spectrum spreading may appear counterintuitive from a spectral point of view, this is not the case because all users share the same spectrum. In fact, CDM is used extensively in microwave communications (e.g., cell phones) as it provides the most flexibility in a multiuser environment. The term code-division multiple access (CDMA) is often employed in place of CDM to emphasize the asynchronous and random nature of multiuser connections. Even though the use of CDMA for fiber-optic communications has been studied since 1986, it was only after 1995 that the technique of optical CDMA was pursued seriously as an alternative to OTDM [249]–[271]. It can be easily combined with the WDM technique. Conceptually, the difference between the WDM, TDM, and CDM can be understood as follows. The WDM and TDM techniques partition the channel bandwidth or the time slots among users. In contrast, all users share the entire bandwidth and all time slots in a random fashion in the case of CDM.

#### 8.6.1 Direct-Sequence Encoding

The new components needed for CDM systems are the encoders and decoders located at the transmitter and receiver ends, respectively. The encoder spreads the signal spectrum over a much wider region than the minimum bandwidth necessary for transmission...
Spectral spreading is accomplished by means of a unique code that is independent of the signal itself. The decoder uses the same code for compressing the signal spectrum and recovering the data. The spectrum-spreading code is called a *signature sequence*. An advantage of the spread-spectrum method is that it is difficult to jam or intercept the signal because of its coded nature. The CDM technique is thus especially useful when security of the data is of concern.

Several methods can be used for data coding including direct-sequence encoding, time hopping, and frequency hopping. Figure 8.32 shows an example of the direct-sequence coding for optical CDM systems. Each bit of data is coded using a signature sequence consisting of a large number, say $M$, of shorter bits, called time “chips” borrowing the terminology used for wireless ($M = 7$ in the example shown). The effective bit rate (or the chip rate) increases by the factor of $M$ because of coding. The signal spectrum is spread over a much wider region related to the bandwidth of individual chips. For example, the signal spectrum becomes broader by a factor of 64 if $M = 64$. Of course, the same spectral bandwidth is used by many users distinguished on the basis of different signature sequences assigned to them.

The recovery of individual signals sharing the same bandwidth requires that the signature sequences come from a family of the orthogonal codes. The orthogonal nature of such codes ensures that each signal can be decoded accurately at the receiver end [263]. Transmitters are allowed to transmit messages at arbitrary times. The receiver recovers messages by decoding the received signal using the same signature sequence that was used at the transmitter. The decoding is accomplished using an optical correlation technique [254].

The encoders for direct-sequence coding typically use a delay-line scheme [249] that looks superficially similar to that shown in Fig. 8.26 for multiplexing several OTDM channels. The main difference is that a single modulator, placed after the laser, imposes the data on the pulse train. The resulting pulse train is split into several branches (equal to the number of code chips), and optical delay lines are used to encode the channel. At the receiver end, the decoder consists of the delay lines in the reverse order (matched-filter detection) such that it produces a peak in the correlation output whenever the user’s code matches with a sequence of time chips in the received signal. Chip patterns of other users also produce a peak through cross-correlation but the amplitude of this peak is lower than the autocorrelation peak produced when the
chip pattern matches precisely. An array of fiber Bragg gratings, designed with identical stop bands but different reflectivities, can also act as encoders and decoders [261]. Different gratings introduce different delays depending on their relative locations and produce a coded version of the signal. Such grating-based devices provide encoders and decoders in the form of a compact all-fiber device (except for the optical circulator needed to put the reflected coded signal back onto the transmission line).

The CDM pulse trains consisting of 0 and 1 chips suffer from two problems. First, only unipolar codes can be used simply because optical intensity or power cannot be negative. The number of such codes in a family of orthogonal codes is often not very large until the code length is increased to beyond 100 chips. Second, the cross-correlation function of the unipolar codes is relatively high, making the probability of an error also large. Both of these problems can be solved if the optical phase is used for coding in place of the amplitude. Such schemes are being pursued and are called coherent CDMA techniques [264]. An advantage of coherent CDM is that many families of bipolar orthogonal codes, developed for wireless systems and consisting of 1 and $-1$ chips, can be employed in the optical domain. When a CW laser source is used in combination with a phase modulator, another CW laser (called local oscillator) is required at the receiver for coherent detection (see Chapter 10). On the other hand, if ultrashort optical pulses are used as individual chips whose phase is shifted by $\pi$ in chip slots corresponding to a $-1$ in the code, it is possible to decode the signal without using coherent detection techniques.

In a 2001 experiment, a coherent CDMA system was able to recover the 2.5 Gb/s signal transmitted using a 64-chip code [268]. A sampled (or superstructured) fiber grating was used for coding and decoding the data. Such a grating consists of an array of equally spaced smaller gratings so that a single pulse is split into multiple chips during reflection. Moreover, the phase of preselected chips can be changed by $\pi$ so that each reflected pulse is converted into a phase-encoded train of chips. The decoder consists of a matched grating such that the reflected signal is converted into a single pulse through autocorrelation (constructive interference) for the signal bit while the cross-correlation or destructive interference produces no signal for signals belonging to other channels. The experiment used a NOLM (the same device used for demultiplexing of OTDM channels in Section 8.4) for improving the system performance. The NOLM passed the high-intensity autocorrelation peak but blocked the low-intensity cross-correlation peaks. The receiver was able to decode the 2.5-Gb/s bit stream from the 160-Gchip/s pulse train with less than 3-dB penalty at a BER of less than $10^{-9}$. The use of time-gating detection helps to improve the performance in the presence of dispersive and crosstalk effects [269].

### 8.6.2 Spectral Encoding

Spectrum spreading can also be accomplished using the technique of frequency hopping in which the carrier frequency is shifted periodically according to a preassigned code [256]. The situation differs from WDM in the sense that a fixed frequency is not assigned to a given channel. Rather, all channels share the entire bandwidth by using different carrier frequencies at different times according to a code. A spectrally encoded signal can be represented in the form of a matrix shown schematically in
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Figure 8.33: Frequency hopping in CDM lightwave systems. Filled square show frequencies for different time slots. A specific frequency-hop sequence (3, 2, 0, 5, 1, 4) is shown.

Fig. 8.33. The matrix rows correspond to assigned frequencies and the columns correspond to time slots. The matrix element $m_{ij}$ equals 1 if and only if the frequency $\omega_j$ is transmitted in the interval $t_j$. Different users are assigned different frequency-hop patterns (or codes) to ensure that two users do not transmit at the same frequency during the same time slot. The code sequences that satisfy this property are said to be orthogonal codes. In the case of asynchronous transmission, complete orthogonality cannot be ensured. Such systems make use of pseudo-orthogonal codes with maximum auto-correlation and minimum cross-correlation to ensure the BER as low as possible. In general, the BER of such CDMA systems is relatively high (typically $> 10^{-6}$) but can be improved using a forward-error correction scheme.

Spectrally encoding of CDM lightwave systems requires a rapid change in the carrier frequency. It is difficult to make tunable semiconductor lasers whose wavelength can be changed over a wide range in a subnanosecond time scale. One possibility consists of hopping the frequency of a microwave subcarrier and then use the SCM technique for transmitting the CDM signal. This approach has the advantage that coding and decoding is done in the electrical domain, where the existing commercial microwave components can be used.

Several all-optical techniques have been developed for spectral encoding. They can be classified as coherent or incoherent depending on the type of optical source used for the CDMA system. In the case of incoherent CDM, a broadband optical source such as an LED (or spontaneous emission from a fiber amplifier) is used in combination with a multipeak optical filter (such as an AWG) to create multiwavelength output [256]. Optical switches are then used to select different wavelengths for different chip slots. This technique can also be used to make CDM add–drop multiplexers [234]. An array of fiber gratings having different Bragg wavelengths can also be used for spectral
Figure 8.34: Receiver for a hybrid WDM-CDMA system sharing the same spectral bandwidth. A notch filter is used within the decoder to remove the WDM signal. (After Ref. [267]; ©2001 IEEE; reprinted with permission.)

encoding and decoding. A single chirped Moiré grating can replace the grating array because several gratings are written at the same location in such fiber gratings [46]. In a 2000 experiment, several Moiré gratings were used to demonstrate recovery of 622-Mb/s CDM channels [265].

In another approach called coherence multiplexing [258], a broadband optical source is used in combination with an unbalanced MZ interferometer that introduces a delay longer than the coherence time in one of its branches. Such CDM systems rely on coherence to discriminate among channels and are affected severely by the optical beat noise. In a demonstration of this technique, four 1-Gb/s channels were multiplexed. The optical source was an SOA operating below the laser threshold so that its output had a bandwidth of 17 nm. A differential-detection technique was used to reduce the impact of optical beat noise. Indeed, bit-error rates below 10^{-9} could be achieved by using differential detection even when all four channels were operating simultaneously.

The coherent CDMA systems designed with spectral encoding make use of ultrashort optical pulses with a relatively broad spectrum [259]. The encoder splits the broad spectrum into many distinct wavelengths using a periodic optical filter (such as an AWG) and then assembles different frequency signals according to the code used for that channel. A matched-filter decoder at the receiver end performs the reverse operation so that a single ultrashort pulse is regenerated in a coherent fashion. This technique has a distinct advantage that the CDMA signal can be overlaid over a WDM signal such that both signals occupy the same wavelength range. Figure 8.34 shows schematically how such a hybrid scheme works [267]. The spectrum of the received signal consists of a broadband CDMA background and multiple sharp narrowband peaks that correspond to various WDM channels. The CDMA background does not affect the detection of WDM channels much because of its low amplitude. The CDMA receiver employs a notch filter to remove the WDM signal before decoding it. The hybrid WDM–CDMA scheme is spectrally efficient as it makes use of the unused extra bandwidth around each WDM channel. In a 2002 experiment, a spectral efficiency of 1.6 (b/s)/Hz and a capacity of 6.4 Tb/s were realized in the C band alone using the combination of CDMA and WDM techniques [271].
Problems

8.1 Dry fibers have acceptable losses over a spectral region extending from 1.3 to 1.6 \( \mu m \). Estimate the capacity of a WDM system covering this entire region using 40-Gb/s channels spaced apart by 50 GHz.

8.2 The C and L spectral bands cover a wavelength range from 1.53 to 1.61 \( \mu m \). How many channels can be transmitted through WDM when the channel spacing is 25 GHz? What is the effective bit rate–distance product when a WDM signal covering the two bands using 10-Gb/s channels is transmitted over 2000 km.

8.3 A 128 \times 128 \text{ broadcast star is made by using } 2 \times 2 \text{ directional couplers, each having an insertion loss of 0.2 dB. Each channel transmits 1 mW of average power and requires 1/\mu W of average received power for operation at 1 Gb/s. What is the maximum transmission distance for each channel? Assume a cable loss of 0.25 dB/km and a loss of 3 dB from connectors and splices.}

8.4 A Fabry–Perot filter of length \( L \) has equal reflectivities \( R \) for the two mirrors. Derive an expression for the transmission spectrum \( T(v) \) considering multiple round trips inside the cavity containing air. Use it to show that the finesse is given by \( F = \pi \sqrt{R/(1-R)} \).

8.5 A Fabry–Perot filter is used to select 100 channels spaced apart by 0.2 nm. What should be the length and the mirror reflectivities of the filter? Assume a refractive index of 1.5 and an operating wavelength of 1.55 \( \mu m \).

8.6 The action of a fiber coupler is governed by the matrix equation \( E_{\text{out}} = T E_{\text{in}} \), where \( T \) is the \( 2 \times 2 \) transfer matrix and \( E \) is a column vector whose two components represent the input (or output) fields at the two ports. Assuming that the total power is preserved, show that the transfer matrix \( T \) is given by

\[
T = \begin{pmatrix}
\sqrt{1-f} & i\sqrt{f} \\
 i\sqrt{f} & \sqrt{1-f}
\end{pmatrix},
\]

where \( f \) is the fraction of the power transferred to the cross port.

8.7 Explain how a Mach–Zehnder interferometer works. Prove that the transmission through a chain of \( M \) such interferometers is given by \( T(v) = \prod_{m=1}^{M} \cos^2(\pi \nu \tau_m) \), where \( \tau_m \) is the relative delay. Use the result of the preceding problem for the transfer matrix of a 3-dB fiber coupler.

8.8 Consider a fiber coupler with the transfer matrix given in Problem 8.6. Its two output ports are connected to each other to make a loop of length \( L \). Find an expression for the transmittivity of the fiber loop. What happens when the coupler splits the input power equally? Provide a physical explanation.

8.9 The reflection coefficient of a fiber grating of length \( L \) is given by

\[
\rho_s(\delta) = \frac{i\kappa \sin(qL)}{q \cos(qL) - i\delta \sin(qL)},
\]

where \( q^2 = \delta^2 - \kappa^2 \), \( \delta = (\omega - \omega_B)(n)/c \) is the detuning from the Bragg frequency \( \omega_B \), and \( \kappa \) is the coupling coefficient. Plot the reflectivity spectrum using
8.10 You have been given ten 3-dB fiber couplers. Design a 4 × 4 demultiplexer with as few couplers as possible.

8.11 Explain how an array of planar waveguides can be used for demultiplexing WDM channels. Use diagrams as necessary.

8.12 Use a single fiber coupler and two fiber gratings to design an add–drop filter. Explain how such a device functions.

8.13 Use a waveguide-grating router to design an integrated WDM transmitter. How would the design change for a WDM receiver?

8.14 What is meant by the in-band linear crosstalk? Derive an expression for the power penalty induced by such crosstalk for a waveguide-grating router.

8.15 Explain how stimulated Raman scattering can cause crosstalk in multichannel lightwave systems. Derive Eq. (8.3.10) after approximating the Raman gain spectrum by a triangular profile.

8.16 Solve the set of $M$ equations in Eq. (8.3.11) and show that the channel powers are given by Eq. (8.3.12).

8.17 Derive Eq. (8.3.14) by considering the nonlinear phase change induced by both self- and cross-phase modulation.

8.18 Solve Eq. (8.3.16) and show that the FWM efficiency is given by Eq. (8.3.18). Estimate its value for a 50-km fiber with $\alpha = 0.2$ dB/km and $\beta_2 = -1$ ps$^2$/km.

8.19 Derive an expression for the CNR of analog SCM lightwave systems by including thermal noise, shot noise, and intensity noise. Show that the CNR saturates to a constant value at high power levels.

8.20 Consider an analog SCM lightwave system operating at 1.55 μm. It uses a receiver of 90% quantum efficiency, 10 nA dark current, and thermal-noise RMS current of 0.1 mA over a 50-MHz bandwidth. The RIN of the transmitter laser is −150 dB/Hz. Calculate the average received power necessary to obtain 50-dB CNR for an AM–VSB system with a modulation index of 0.2.
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Chapter 9

Soliton Systems

The word soliton was coined in 1965 to describe the particle-like properties of pulses propagating in a nonlinear medium [1]. The pulse envelope for solitons not only propagates undistorted but also survives collisions just as particles do. The existence of solitons in optical fibers and their use for optical communications were suggested in 1973 [2], and by 1980 solitons had been observed experimentally [3]. The potential of solitons for long-haul communication was first demonstrated in 1988 in an experiment in which fiber losses were compensated using the technique of Raman amplification [4]. Since then, a rapid progress during the 1990s has converted optical solitons into a practical candidate for modern lightwave systems [5]–[9]. In this chapter we focus on soliton communication systems with emphasis on the physics and design of such systems. The basic concepts behind fiber solitons are introduced in Section 9.1, where we also discuss the properties of such solitons. Section 9.2 shows how fiber solitons can be used for optical communications and how the design of such lightwave systems differs from that of conventional systems. The loss-managed and dispersion-managed solitons are considered in Sections 9.3 and 9.4, respectively. The effects of amplifier noise on such solitons are discussed in Section 9.5 with emphasis on the timing-jitter issue. Section 9.6 focuses on the design of high-capacity single-channel systems. The use of solitons for WDM lightwave systems is discussed in Section 9.7.

9.1 Fiber Solitons

The existence of solitons in optical fibers is the result of a balance between the group-velocity dispersion (GVD) and self-phase modulation (SPM), both of which, as discussed in Sections 2.4 and 5.3, limit the performance of fiber-optic communication systems when acting independently on optical pulses propagating inside fibers. One can develop an intuitive understanding of how such a balance is possible by following the analysis of Section 2.4. As shown there, the GVD broadens optical pulses during their propagation inside an optical fiber except when the pulse is initially chirped in the right way (see Fig. 2.12). More specifically, a chirped pulse can be compressed during the early stage of propagation whenever the GVD parameter $\beta_2$ and the chirp parameter
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C happen to have opposite signs so that $\beta_2 C$ is negative. The nonlinear phenomenon of SPM imposes a chirp on the optical pulse such that $C > 0$. Since $\beta_2 < 0$ in the 1.55-$\mu$m wavelength region, the condition $\beta_2 C < 0$ is readily satisfied. Moreover, as the SPM-induced chirp is power dependent, it is not difficult to imagine that under certain conditions, SPM and GVD may cooperate in such a way that the SPM-induced chirp is just right to cancel the GVD-induced broadening of the pulse. The optical pulse would then propagate undistorted in the form of a soliton.

9.1.1 Nonlinear Schrödinger Equation

The mathematical description of solitons employs the nonlinear Schrödinger (NLS) equation, introduced in Section 5.3 [Eq. (5.3.1)] and satisfied by the pulse envelope $A(z,t)$ in the presence of GVD and SPM. This equation can be written as [10]

$$\frac{\partial A}{\partial z} + \frac{i\beta_2}{2} \frac{\partial^2 A}{\partial t^2} - \frac{\beta_3}{6} \frac{\partial^3 A}{\partial t^3} = i\gamma |A|^2 A - \frac{\alpha}{2} A,$$

(9.1.1)

where fiber losses are included through the $\alpha$ parameter while $\beta_2$ and $\beta_3$ account for the second- and third-order dispersion (TOD) effects. The nonlinear parameter

$$\gamma = \frac{2\pi n_2}{(\lambda A_{e\text{ff}})}$$

is defined in terms of the nonlinear-index coefficient $n_2$, the optical wavelength $\lambda$, and the effective core area $A_{e\text{ff}}$ introduced in Section 2.6.

To discuss the soliton solutions of Eq. (9.1.1) as simply as possible, we first set $\alpha = 0$ and $\beta_3 = 0$ (these parameters are included in later sections). It is useful to write this equation in a normalized form by introducing

$$\tau = \frac{t}{T_0}, \quad \xi = \frac{z}{L_D}, \quad U = \frac{A}{\sqrt{P_0}},$$

(9.1.2)

where $T_0$ is a measure of the pulse width, $P_0$ is the peak power of the pulse, and $L_D = T_0^2 / |\beta_2|$ is the dispersion length. Equation (9.1.1) then takes the form

$$i\frac{\partial U}{\partial \xi} + \frac{s}{2} \frac{\partial^2 U}{\partial \tau^2} + N^2 |U|^2 U = 0,$$

(9.1.3)

where $s = \text{sgn}(\beta_2) = +1$ or $-1$, depending on whether $\beta_2$ is positive (normal GVD) or negative (anomalous GVD). The parameter $N$ is defined as

$$N^2 = \frac{\gamma \rho_0 L_D}{\gamma \rho_0 T_0^2 / |\beta_2|}.$$

(9.1.4)

It represents a dimensionless combination of the pulse and fiber parameters. The physical significance of $N$ will become clear later.

The NLS equation is well known in the soliton literature because it belongs to a special class of nonlinear partial differential equations that can be solved exactly with a mathematical technique known as the inverse scattering method [11]–[13]. Although the NLS equation supports solitons for both normal and anomalous GVD, pulse-like solitons are found only in the case of anomalous dispersion [14]. In the case of normal dispersion ($\beta_2 > 0$), the solutions exhibit a dip in a constant-intensity background. Such solutions, referred to as dark solitons, are discussed in Section 9.1.3. This chapter focuses mostly on pulse-like solitons, also called bright solitons.
9.1.2 Bright Solitons

Consider the case of anomalous GVD by setting $s = -1$ in Eq. (9.1.3). It is common to introduce $u = NU$ as a renormalized amplitude and write the NLS equation in its canonical form with no free parameters as

$$
\frac{\partial u}{\partial \xi} + \frac{1}{2} \frac{\partial^2 u}{\partial \tau^2} + |u|^2 u = 0.
$$

This equation has been solved by the inverse scattering method [14]. Details of this method are available in several books devoted to solitons [11–13]. The main result can be summarized as follows. When an input pulse having an initial amplitude

$$
u(0, \tau) = N \text{sech}(\tau)
$$

is launched into the fiber, its shape remains unchanged during propagation when $N = 1$ but follows a periodic pattern for integer values of $N > 1$ such that the input shape is recovered at $\xi = m\pi/2$, where $m$ is an integer.

An optical pulse whose parameters satisfy the condition $N = 1$ is called the fundamental soliton. Pulses corresponding to other integer values of $N$ are called higher-order solitons. The parameter $N$ represents the order of the soliton. By noting that $\xi = z/L_D$, the soliton period $z_0$, defined as the distance over which higher-order solitons recover their original shape, is given by

$$
z_0 = \frac{\pi}{2L_D} = \frac{\pi}{2} \frac{T_0^2}{|\beta_2|}.
$$

The soliton period $z_0$ and soliton order $N$ play an important role in the theory of optical solitons. Figure 9.1 shows the pulse evolution for the first-order ($N = 1$) and third-order ($N = 3$) solitons over one soliton period by plotting the pulse intensity $|u(\xi, \tau)|^2$ (top row) and the frequency chirp (bottom row) defined as the time derivative of the soliton phase. Only a fundamental soliton maintains its shape and remains chirp-free during propagation inside optical fibers.

The solution corresponding to the fundamental soliton can be obtained by solving Eq. (9.1.5) directly, without recourse to the inverse scattering method. The approach consists of assuming that a solution of the form

$$
u(\xi, \tau) = V(\tau)e^{i\phi(\xi)}
$$

exists, where $V$ must be independent of $\xi$ for Eq. (9.1.8) to represent a fundamental soliton that maintains its shape during propagation. The phase $\phi$ can depend on $\xi$ but is assumed to be time independent. When Eq. (9.1.8) is substituted in Eq. (9.1.5) and the real and imaginary parts are separated, we obtain two real equations for $V$ and $\phi$. These equations show that $\phi$ should be of the form $\phi(\xi) = K\xi$, where $K$ is a constant. The function $V(\tau)$ is then found to satisfy the nonlinear differential equation

$$
\frac{d^2 V}{d\tau^2} = 2V(K - V^2).
$$
This equation can be solved by multiplying it by $2 (dV/d\tau)$ and integrating over $\tau$. The result is given as

$$(dV/d\tau)^2 = 2KV^2 - V^4 + C,$$

(9.1.10)

where $C$ is a constant of integration. Using the boundary condition that both $V$ and $dV/d\tau$ should vanish at $|\tau| = \infty$ for pulses, $C$ is found to be 0. The constant $K$ is determined using the other boundary condition that $V = 1$ and $dV/d\tau = 0$ at the soliton peak, assumed to occur at $\tau = 0$. Its use provides $K = \frac{1}{3}$, and hence $\phi = \frac{\xi}{2}$. Equation (9.1.10) is easily integrated to obtain $V(\tau) = \text{sech}(\tau)$. We have thus found the well-known "sech" solution [11]-[13]

$$u(\xi, \tau) = \text{sech}(\tau) \exp(i\xi/2)$$

(9.1.11)

for the fundamental soliton by integrating the NLS equation directly. It shows that the input pulse acquires a phase shift $\xi/2$ as it propagates inside the fiber, but its amplitude remains unchanged. It is this property of a fundamental soliton that makes it an ideal candidate for optical communications. In essence, the effects of fiber dispersion are exactly compensated by the fiber nonlinearity when the input pulse has a "sech" shape and its width and peak power are related by Eq. (9.1.4) in such a way that $N = 1$.

An important property of optical solitons is that they are remarkably stable against perturbations. Thus, even though the fundamental soliton requires a specific shape and
Figure 9.2: Evolution of a Gaussian pulse with $N = 1$ over the range $\xi = 0\rightarrow 10$. The pulse evolves toward the fundamental soliton by changing its shape, width, and peak power.

A certain peak power corresponding to $N = 1$ in Eq. (9.1.4), it can be created even when the pulse shape and the peak power deviate from the ideal conditions. Figure 9.2 shows the numerically simulated evolution of a Gaussian input pulse for which $N = 1$ but $u(0, \tau) = \exp(-\tau^2/2)$. As seen there, the pulse adjusts its shape and width in an attempt to become a fundamental soliton and attains a "sech" profile for $\xi \gg 1$. A similar behavior is observed when $N$ deviates from 1. It turns out that the $N$th-order soliton can be formed when the input value of $N$ is in the range $N - \frac{1}{2}$ to $N + \frac{1}{2}$ [15]. In particular, the fundamental soliton can be excited for values of $N$ in the range 0.5 to 1.5. Figure 9.3 shows the pulse evolution for $N = 1.2$ over the range $\xi = 0\rightarrow 10$ by solving the NLS equation numerically with the initial condition $u(0, \tau) = 1.2 \text{sech}(\tau)$. The pulse width and the peak power oscillate initially but eventually become constant after the input pulse has adjusted itself to satisfy the condition $N = 1$ in Eq. (9.1.4).

It may seem mysterious that an optical fiber can force any input pulse to evolve toward a soliton. A simple way to understand this behavior is to think of optical solitons as the temporal modes of a nonlinear waveguide. Higher intensities in the pulse center create a temporal waveguide by increasing the refractive index only in the central part of the pulse. Such a waveguide supports temporal modes just as the core-cladding index difference led to spatial modes in Section 2.2. When an input pulse does not match a temporal mode precisely but is close to it, most of the pulse energy can still be coupled into that temporal mode. The rest of the energy spreads in the form of dispersive waves. It will be seen later that such dispersive waves affect the system performance and should be minimized by matching the input conditions as close to the ideal requirements as possible. When solitons adapt to perturbations adiabatically, perturbation theory developed specifically for solitons can be used to study how the soliton amplitude, width, frequency, speed, and phase evolve along the fiber.
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Figure 9.3: Pulse evolution for a "sech" pulse with $N = 1.2$ over the range $\xi = 0-10$. The pulse evolves toward the fundamental soliton ($N = 1$) by adjusting its width and peak power.

9.1.3 Dark Solitons

The NLS equation can be solved with the inverse scattering method even in the case of normal dispersion [16]. The intensity profile of the resulting solutions exhibits a dip in a uniform background, and it is the dip that remains unchanged during propagation inside the fiber [17]. For this reason, such solutions of the NLS equation are called dark solitons. Even though dark solitons were discovered in the 1970s, it was only after 1985 that they were studied thoroughly [18]–[28].

The NLS equation describing dark solitons is obtained from Eq. (9.1.5) by changing the sign of the second term. The resulting equation can again be solved by postulating a solution in the form of Eq. (9.1.8) and following the procedure outlined there. The general solution can be written as [28]

$$u_d(\xi, \tau) = (\eta \tanh \xi - i\kappa) \exp(i\nu_0^2 \xi), \quad (9.1.12)$$

where

$$\xi = \eta (\tau - \kappa \xi), \quad \eta = u_0 \cos \phi, \quad \kappa = u_0 \sin \phi. \quad (9.1.13)$$

Here, $u_0$ is the amplitude of the continuous-wave (CW) background and $\phi$ is an internal phase angle in the range $0$ to $\pi/2$.

An important difference between the bright and dark solitons is that the speed of a dark soliton depends on its amplitude $\eta$ through $\phi$. For $\phi = 0$, Eq. (9.1.12) reduces to

$$u_d(\xi, \tau) = u_0 \tanh(\nu_0 \tau) \exp(i\nu_0^2 \xi). \quad (9.1.14)$$

The peak power of the soliton drops to zero at the center of the dip only in the $\phi = 0$ case. Such a soliton is called the black soliton. When $\phi \neq 0$, the intensity does not drop to zero at the dip center; such solitons are referred to as the gray soliton. Another
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Figure 9.4: (a) Intensity and (b) phase profiles of dark solitons for several values of the internal phase $\phi$. The intensity drops to zero at the center for black solitons.

interesting feature of dark solitons is related to their phase. In contrast with bright solitons which have a constant phase, the phase of a dark soliton changes across its width. Figure 9.4 shows the intensity and phase profiles for several values of $\phi$. For a black soliton ($\phi = 0$), a phase shift of $\pi$ occurs exactly at the center of the dip. For other values of $\phi$, the phase changes by an amount $\pi - 2\phi$ in a more gradual fashion.

Dark solitons were observed during the 1980s in several experiments using broad optical pulses with a narrow dip at the pulse center. It is important to incorporate a $\pi$ phase shift at the pulse center. Numerical simulations show that the central dip can propagate as a dark soliton despite the nonuniform background as long as the background intensity is uniform in the vicinity of the dip [18]. Higher-order dark solitons do not follow a periodic evolution pattern similar to that shown in Fig. 9.1 for the third-order bright soliton. The numerical results show that when $N > 1$, the input pulse forms a fundamental dark soliton by narrowing its width while ejecting several dark-soliton pairs in the process. In a 1993 experiment [19], 5.3-ps dark solitons, formed on a 36-ps wide pulse from a 850-nm Ti:sapphire laser, were propagated over 1 km of fiber. The same technique was later extended to transmit dark-soliton pulse trains over 2 km of fiber at a repetition rate of up to 60 GHz. These results show that dark solitons can be generated and maintained over considerable fiber lengths.

Several practical techniques were introduced during the 1990s for generating dark solitons. In one method, a Mach–Zehnder modulator driven by nearly rectangular electrical pulses, modulates the CW output of a semiconductor laser [20]. In an extension of this method, electric modulation is performed in one of the arms of a Mach–Zehnder interferometer. A simple all-optical technique consists of propagating two optical pulses, with a relative time delay between them, in the normal-GVD region of the fiber [21]. The two pulses broaden, become chirped, and acquire a nearly rectangular shape as they propagate inside the fiber. As these chirped pulses merge into each other, they interfere. The result at the fiber output is a train of isolated dark solitons. In another all-optical technique, nonlinear conversion of a beat signal in a dispersion-decreasing
fiber was used to generate a train of dark solitons [22]. A 100-GHz train of 1.6-ps dark solitons was generated with this technique and propagated over 2.2 km of (two soliton periods) of a dispersion-shifted fiber. Optical switching using a fiber-loop mirror, in which a phase modulator is placed asymmetrically, can also produce dark solitons [23].

In another variation, a fiber with comb-like dispersion profile was used to generate dark soliton pulses with a width of 3.8 ps at the 48-GHz repetition rate [24].

An interesting scheme uses electronic circuitry to generate a coded train of dark solitons directly from the nonreturn-to-zero (NRZ) data in electric form [25]. First, the NRZ data and its clock at the bit rate are passed through an AND gate. The resulting signal is then sent to a flip-flop circuit in which all rising slopes flip the signal. The resulting electrical signal drives a Mach-Zehnder LiNbO$_3$ modulator and converts the CW output from a semiconductor laser into a coded train of dark solitons. This technique was used for data transmission, and a 10-Gb/s signal was transmitted over 1200 km by using dark solitons. Another relatively simple method uses spectral filtering of a mode-locked pulse train through a fiber grating [26]. This scheme has also been used to generate a 6.1-GHz train and propagate it over a 7-km-long fiber [27].

Numerical simulations show that dark solitons are more stable in the presence of noise and spread more slowly in the presence of fiber losses compared with bright solitons. Although these properties point to potential application of dark solitons for optical communications, only bright solitons were being pursued in 2002 for commercial applications.

9.2 Soliton-Based Communications

Solitons are attractive for optical communications because they are able to maintain their width even in the presence of fiber dispersion. However, their use requires substantial changes in system design compared with conventional nonsoliton systems. In this section we focus on several such issues.

9.2.1 Information Transmission with Solitons

As discussed in Section 1.2.3, two distinct modulation formats can be used to generate a digital bit stream. The NRZ format is commonly used because the signal bandwidth is about 50% smaller for it compared with that of the RZ format. However, the NRZ format cannot be used when solitons are used as information bits. The reason is easily understood by noting that the pulse width must be a small fraction of the bit slot to ensure that the neighboring solitons are well separated. Mathematically, the soliton solution in Eq. (9.1.11) is valid only when it occupies the entire time window (−∞ < \( \tau < \infty \)). It remains approximately valid for a train of solitons only when individual solitons are well isolated. This requirement can be used to relate the soliton width \( T_0 \) to the bit rate \( B \) as

\[
B = \frac{1}{T_B} = \frac{1}{2q_0 T_0},
\]

where \( T_B \) is the duration of the bit slot and \( 2q_0 = T_B/T_0 \) is the separation between neighboring solitons in normalized units. Figure 9.5 shows a soliton bit stream in the
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Figure 9.5: Soliton bit stream in RZ format. Each soliton occupies a small fraction of the bit slot so that neighboring soliton are spaced far apart.

RZ format. Typically, spacing between the solitons exceeds four times their full width at half maximum (FWHM).

The input pulse characteristics needed to excite the fundamental soliton can be obtained by setting $\xi = 0$ in Eq. (9.1.1). In physical units, the power across the pulse varies as

$$P(t) = |A(0,t)|^2 = P_0 \text{sech}^2(t/T_0). \quad (9.2.2)$$

The required peak power $P_0$ is obtained from Eq. (9.1.4) by setting $N = 1$ and is related to the width $T_0$ and the fiber parameters as

$$P_0 = |\beta_2|/(\gamma T_0^2). \quad (9.2.3)$$

The width parameter $T_0$ is related to the FWHM of the soliton as

$$T_s = 2T_0 \ln(1 + \sqrt{2}) \approx 1.763T_0. \quad (9.2.4)$$

The pulse energy for the fundamental soliton is obtained using

$$E_s = \int_{-\infty}^{\infty} P(t) \, dt = 2P_0 T_0. \quad (9.2.5)$$

Assuming that 1 and 0 bits are equally likely to occur, the average power of the RZ signal becomes $P_s = E_s (B/2) = P_0/2q_0$. As a simple example, $T_0 = 10$ ps for a 10-Gb/s soliton system if we choose $q_0 = 5$. The pulse FWHM is about 17.6 ps for $T_0 = 10$ ps. The peak power of the input pulse is 5 mW using $\beta_2 = -1$ ps$^2$/km and $\gamma = 2$ W$^{-1}$/km as typical values for dispersion-shifted fibers. This value of peak power corresponds to a pulse energy of 0.1 pJ and an average power level of only 0.5 mW.

9.2.2 Soliton Interaction

An important design parameter of soliton lightwave systems is the pulse width $T_s$. As discussed earlier, each soliton pulse occupies only a fraction of the bit slot. For practical reasons, one would like to pack solitons as tightly as possible. However, the presence of pulses in the neighboring bits perturbs the soliton simply because the combined optical field is not a solution of the NLS equation. This phenomenon, referred to as soliton interaction, has been studied extensively [29]–[33].
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Figure 9.6: Evolution of a soliton pair over 90 dispersion lengths showing the effects of soliton interaction for four different choices of amplitude ratio $r$ and relative phase $\theta$. Initial spacing $q_0 = 3.5$ in all four cases.

One can understand the implications of soliton interaction by solving the NLS equation numerically with the input amplitude consisting of a soliton pair so that

$$u(0, \tau) = \text{sech}(\tau - q_0) + r \text{sech}[r(\tau + q_0)] \exp(i\theta), \quad (9.2.6)$$

where $r$ is the relative amplitude of the two solitons, $\theta$ is the relative phase, and $2q_0$ is the initial (normalized) separation. Figure 9.6 shows the evolution of a soliton pair with $q_0 = 3.5$ for several values of the parameters $r$ and $\theta$. Clearly, soliton interaction depends strongly both on the relative phase $\theta$ and the amplitude ratio $r$.

Consider first the case of equal-amplitude solitons ($r = 1$). The two solitons attract each other in the in-phase case ($\theta = 0$) such that they collide periodically along the fiber length. However, for $\theta = \pi/4$, the solitons separate from each other after an initial attraction stage. For $\theta = \pi/2$, the solitons repel each other even more strongly, and their spacing increases with distance. From the standpoint of system design, such behavior is not acceptable. It would lead to jitter in the arrival time of solitons because the relative phase of neighboring solitons is not likely to remain well controlled. One way to avoid soliton interaction is to increase $q_0$ as the strength of interaction depends on soliton spacing. For sufficiently large $q_0$, deviations in the soliton position are expected to be small enough that the soliton remains at its initial position within the bit slot over the entire transmission distance.
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The dependence of soliton separation on \( q_0 \) can be studied analytically by using the inverse scattering method [29]. A perturbative approach can be used for \( q_0 \gg 1 \). In the specific case of \( r = 1 \) and \( \theta = 0 \), the soliton separation \( 2q_s \) at any distance \( \xi \) is given by [30]

\[
2 \exp[2(q_s - q_0)] = 1 + \cos[4\xi \exp(-q_0)].
\]  

(9.2.7)

This relation shows that the spacing \( q_s(\xi) \) between two neighboring solitons oscillates periodically with the period

\[
\xi_p = (\pi/2) \exp(q_0).
\]  

(9.2.8)

A more accurate expression, valid for arbitrary values of \( q_0 \), is given by [32]

\[
\xi_p = \frac{\pi \sinh(2q_0) \cosh(q_0)}{2q_0 + \sinh(2q_0)}.
\]  

(9.2.9)

Equation (9.2.8) is quite accurate for \( q_0 > 3 \). Its predictions are in agreement with the numerical results shown in Fig. 9.6 where \( q_0 = 3.5 \). It can be used for system design as follows. If \( \xi_p L_D \) is much greater than the total transmission distance \( L_T \), soliton interaction can be neglected since soliton spacing would deviate little from its initial value. For \( q_0 = 6 \), \( \xi_p \approx 634 \). Using \( L_D = 100 \text{ km} \) for the dispersion length, \( L_T < \xi_p L_D \) can be realized even for \( L_T = 10,000 \text{ km} \). If we use \( L_D = T_0^2 / |\beta_2| \) and \( T_0 = (2Bq_0)^{-1} \) from Eq. (9.2.1), the condition \( L_T < \xi_p L_D \) can be written in the form of a simple design criterion

\[
B^2 L_T < \frac{\pi \exp(q_0)}{8T_0^2 |\beta_2|}.
\]  

(9.2.10)

For the purpose of illustration, let us choose \( \beta_2 = -1 \text{ ps}^2/\text{km} \). Equation (9.2.10) then implies that \( B^2 L_T < 4.4 (\text{Tb/s})^2 \text{ km} \) if we use \( q_0 = 6 \) to minimize soliton interactions. The pulse width at a given bit rate \( B \) is determined from Eq. (9.2.1). For example, when \( q_0 = 6 \), \( T_s = 14.7 \text{ ps} \) at \( B = 10 \text{ Gb/s} \).

A relatively large soliton spacing, necessary to avoid soliton interaction, limits the bit rate of soliton communication systems. The spacing can be reduced by up to a factor of 2 by using unequal amplitudes for the neighboring solitons. As seen in Fig. 9.6, the separation for two in-phase solitons does not change by more than 10% for an initial soliton spacing as small as \( q_0 = 3.5 \) if their initial amplitudes differ by 10\% \( (r = 1.1) \). Note that the peak powers or the energies of the two solitons deviate by only 1%. As discussed earlier, such small changes in the peak power are not detrimental for maintaining solitons. Thus, this scheme is feasible in practice and can be useful for increasing the system capacity. The design of such systems would, however, require attention to many details. Soliton interaction can also be modified by other factors, such as the initial frequency chirp imposed on input pulses.

9.2.3 Frequency Chirp

To propagate as a fundamental soliton inside the optical fiber, the input pulse should not only have a “sech” profile but also be chirp-free. Many sources of short optical pulses have a frequency chirp imposed on them. The initial chirp can be detrimental to
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Figure 9.7: Evolution of a chirped optical pulse for the case $N = 1$ and $C = 0.5$. For $C = 0$ the pulse shape does not change, since the pulse propagates as a fundamental soliton.

Soliton propagation simply because it disturbs the exact balance between the GVD and SPM [34]–[37].

The effect of an initial frequency chirp can be studied by solving Eq. (9.1.5) numerically with the input amplitude

$$u(0, \tau) = \text{sech}(\tau) \exp(-iC\tau^2/2), \quad (9.2.11)$$

where $C$ is the chirp parameter introduced in Section 2.4.2. The quadratic form of phase variations corresponds to a linear frequency chirp such that the optical frequency increases with time (up-chirp) for positive values of $C$. Figure 9.7 shows the pulse evolution in the case $N = 1$ and $C = 0.5$. The pulse shape changes considerably even for $C = 0.5$. The pulse is initially compressed mainly because of the positive chirp; initial compression occurs even in the absence of nonlinear effects (see Section 2.4.2). The pulse then broadens but is eventually compressed a second time with the tails gradually separating from the main peak. The main peak evolves into a soliton over a propagation distance $\xi > 15$. A similar behavior occurs for negative values of $C$, although the initial compression does not occur in that case. The formation of a soliton is expected for small values of $|C|$ because solitons are stable under weak perturbations. But the input pulse does not evolve toward a soliton when $|C|$ exceeds a critical value $C_{\text{crit}}$. The soliton seen in Fig. 9.7 does not form if $C$ is increased from 0.5 to 2.

The critical value $C_{\text{crit}}$ of the chirp parameter can be obtained by using the inverse scattering method [34]–[36]. It depends on $N$ and is found to be $C_{\text{crit}} = 1.64$ for $N = 1$. It also depends on the form of the phase factor in Eq. (9.2.11). From the standpoint of system design, the initial chirp should be minimized as much as possible. This is necessary because even if the chirp is not detrimental for $|C| < C_{\text{crit}}$, a part of the pulse energy is shed as dispersive waves during the process of soliton formation [34]. For instance, only 83% of the input energy is converted into a soliton for the case $C = 0.5$ shown in Fig. 9.7, and this fraction reduces to 62% when $C = 0.8$. 
9.2.4 Soliton Transmitters

Soliton communication systems require an optical source capable of producing chirp-free picosecond pulses at a high repetition rate with a shape as close to the “sech” shape as possible. The source should operate in the wavelength region near 1.55 μm, where fiber losses are minimum and where erbium-doped fiber amplifiers (EDFAs) can be used for compensating them. Semiconductor lasers, commonly used for nonsoliton lightwave systems, remain the lasers of choice even for soliton systems.

Early experiments on soliton transmission used the technique of gain switching for generating optical pulses of 20–30 ps duration by biasing the laser below threshold and pumping it high above threshold periodically [38–40]. The repetition rate was determined by the frequency of current modulation. A problem with the gain-switching technique is that each pulse becomes chirped because of the refractive-index changes governed by the linewidth enhancement factor (see Section 3.5.3). However, the pulse can be made nearly chirp-free by passing it through an optical fiber with normal GVD (β2 > 0) such that it is compressed. The compression mechanism can be understood from the analysis of Section 2.4.2 by noting that gain switching produces pulses with a frequency chirp such that the chirp parameter C is negative. In a 1989 implementation of this technique [39], 14-ps optical pulses were obtained at a 3-GHz repetition rate by passing the gain-switched pulse through a 3.7-km-long fiber with β2 = 23 ps²/km near 1.55 μm. An EDFA amplified each pulse to the power level required for launching fundamental solitons. In another experiment, gain-switched pulses were simultaneously amplified and compressed inside an EDFA after first passing them through a narrowband optical filter [40]. It was possible to generate 17-ps-wide, nearly chirp-free, optical pulses at repetition rates in the range 6–24 GHz.

Mode-locked semiconductor lasers are also suitable for soliton communications and are often preferred because the pulse train emitted from such lasers is nearly chirp-free. The technique of active mode locking is generally used by modulating the laser current at a frequency equal to the frequency difference between the two neighboring longitudinal modes. However, most semiconductor lasers use a relatively short cavity length (< 0.5 mm typically), resulting in a modulation frequency of more than 50 GHz. An external-cavity configuration is often used to increase the cavity length and reduce the modulation frequency. In a practical approach, a chirped fiber grating is spliced to the pigtails attached to the optical transmitter to form the external cavity. Figure 9.8 shows the design of such a source of short optical pulses. The use of a chirped fiber grating provides wavelength stability to within 0.1 nm. The grating also offers a self-tuning mechanism that allows mode locking of the laser over a wide range of modulation frequencies [41]. A thermoelectric heater can be used to tune the operating wavelength over a range of 6–8 nm by changing the Bragg wavelength associated with the grating. Such a source produces soliton-like pulses of widths 12–18 ps at a repetition rate as large as 40 GHz and can be used at a bit rate of 40 Gb/s [42].

The main drawback of external-cavity semiconductor lasers stems from their hybrid nature. A monolithic source of picosecond pulses is preferred in practice. Several approaches have been used to produce such a source. Monolithic semiconductor lasers with a cavity length of about 4 mm can be actively mode-locked to produce a 10-GHz pulse train. Passive mode locking of a monolithic distributed Bragg reflector (DBR)
laser has produced 3.5-ps pulses at a repetition rate of 40 GHz [43]. An electroabsorption modulator, integrated with the semiconductor laser, offers another alternative. Such transmitters are commonly used for nonsoliton lightwave systems (see Section 3.6). They can also be used to produce a pulse train by using the nonlinear nature of the absorption response of the modulator. Chirp-free pulses of 10- to 20-ps duration at a repetition rate of 20 GHz were produced in 1993 with this technique [44]. By 1996, the repetition rate of modulator-integrated lasers could be increased to 50 GHz [45].

The quantum-confinement Stark effect in a multiquantum-well modulator can also be used to produce a pulse train suitable for soliton transmission [46].

Mode-locked fiber lasers provide an alternative to semiconductor sources although such lasers still need a semiconductor laser for pumping [47]. An EDFA is placed within the Fabry–Perot (FP) or ring cavity to make fiber lasers. Both active and passive mode-locking techniques have been used for producing short optical pulses. Active mode locking requires modulation at a high-order harmonic of the longitudinal-mode spacing because of relatively long cavity lengths (> 1 m) that are typically used for fiber lasers. Such harmonically mode-locked fiber lasers use an intracavity LiNbO$_3$ modulator and have been employed in soliton transmission experiments [48]. A semiconductor optical amplifier can also be used for active mode locking, producing pulses shorter than 10 ps at a repetition rate as high as 20 GHz [49]. Passively mode-locked fiber lasers either use a multiquantum-well device that acts as a fast saturable absorber or employ fiber nonlinearity to generate phase shifts that produce an effective saturable absorber.

In a different approach, nonlinear pulse shaping in a dispersion-decreasing fiber is
used to produce a train of ultrashort pulses. The basic idea consists of injecting a CW beam, with weak sinusoidal modulation imposed on it, into such a fiber. The combination of GVD, SPM, and decreasing dispersion converts the sinusoidally modulated signal into a train of ultrashort solitons [50]. The repetition rate of pulses is governed by the frequency of initial sinusoidal modulation, often produced by beating two optical signals. Two distributed feedback (DFB) semiconductor lasers or a two-mode fiber laser can be used for this purpose. By 1993, this technique led to the development of an integrated fiber source capable of producing a soliton pulse train at high repetition rates by using a comb-like dispersion profile, created by splicing pieces of low- and high-dispersion fibers [50]. A dual-frequency fiber laser was used to generate the beat signal and to produce a 2.2-ps soliton train at the 59-GHz repetition rate. In another experiment, a 40-GHz soliton train of 3-ps pulses was generated using a single DFB laser whose output was modulated with a Mach–Zehnder modulator before launching it into a dispersion-tailored fiber with a comb-like GVD profile [51].

A simple method of pulse-train generation modulates the phase of the CW output obtained from a DFB semiconductor laser, followed by an optical bandpass filter [52]. Phase modulation generates frequency modulation (FM) sidebands on both sides of the carrier frequency, and the optical filter selects the sidebands on one side of the carrier. Such a device generates a stable pulse train of widths ~ 20 ps at a repetition rate that is controlled by the phase modulator. It can also be used as a dual-wavelength source by filtering sidebands on both sides of the carrier frequency, with a typical channel spacing of about 0.8 nm at the 1.55-μm wavelength. Another simple technique uses a single Mach–Zehnder modulator, driven by an electrical data stream in the NRZ format, to convert the CW output of a DFB laser into an optical bit stream in the RZ format [53]. Although optical pulses launched from such transmitters typically do not have the “sech” shape of a soliton, they can be used for soliton systems because of the soliton-formation capability of the fiber discussed earlier.

9.3 Loss-Managed Solitons

As discussed in Section 9.1, solitons use the nonlinear phenomenon of SPM to maintain their width even in the presence of fiber dispersion. However, this property holds only if fiber losses were negligible. It is not difficult to see that a decrease in soliton energy because of fiber losses would produce soliton broadening simply because a reduced peak power weakens the SPM effect necessary to counteract the GVD. Optical amplifiers can be used for compensating fiber losses. This section focuses on the management of losses through amplification of solitons.

9.3.1 Loss-Induced Soliton Broadening

Fiber losses are included through the last term in Eq. (9.1.1). In normalized units, the NLS equation becomes [see Eq. (9.1.5)]

$$i \frac{\partial u}{\partial \xi} + \frac{1}{2} \frac{\partial^2 u}{\partial \tau^2} + |u|^2 u = -i \Gamma u,$$

(9.3.1)
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Figure 9.9: Broadening of fundamental solitons in lossy fibers \((\Gamma = 0.07)\). The curve marked “exact” shows numerical results. Dashed curve shows the behavior expected in the absence of nonlinear effects. (After Ref. [55]; ©1985 Elsevier; reprinted with permission.)

where \(\Gamma = \alpha L_D\) represents fiber losses over one dispersion length. When \(\Gamma \ll 1\), the last term can be treated as a small perturbation [54]. The use of variational or perturbation methods results in the following approximate solution of Eq. (9.3.1):

\[
\psi(\xi, \tau) \approx e^{-\Gamma \xi} \text{sech}(\tau e^{-\Gamma \xi}) \exp[i(1 - e^{-2\Gamma \xi})/4\Gamma]. \tag{9.3.2}
\]

The solution (9.3.2) shows that the soliton width increases exponentially because of fiber losses as

\[
T_1(\xi) = T_0 \exp(\Gamma \xi) = T_0 \exp(\alpha z). \tag{9.3.3}
\]

Such an exponential increase in the soliton width cannot be expected to continue for arbitrarily long distances. Numerical solutions of Eq. (9.3.1) indeed show a slower increase for \(\xi \gg 1\) [55]. Figure 9.9 shows the broadening factor \(T_1/T_0\) as a function of \(\xi\) when a fundamental soliton is launched into a fiber with \(\Gamma = 0.07\). The perturbative result is also shown for comparison; it is reasonably accurate up to \(\Gamma \xi = 1\). The dashed line in Fig. 9.9 shows the broadening expected in the absence of nonlinear effects. The important point to note is that soliton broadening is much less compared with the linear case. Thus, the nonlinear effects can be beneficial even when solitons cannot be maintained perfectly because of fiber losses. In a 1986 study, an increase in the repeater spacing by more than a factor of 2 was predicted using higher-order solitons [56].

In modern long-haul lightwave systems, pulses are transmitted over long fiber lengths without using electronic repeaters. To overcome the effect of fiber losses, solitons should be amplified periodically using either lumped or distributed amplification [57]–[60]. Figure 9.10 shows the two schemes schematically. The next two subsections focus on the design issues related to loss-managed solitons based on these two amplification schemes.
9.3.2 Lumped Amplification

The lumped amplification scheme shown in Fig. 9.10 is the same as that used for non-soliton systems. In both cases, optical amplifiers are placed periodically along the fiber link such that fiber losses between two amplifiers are exactly compensated by the amplifier gain. An important design parameter is the spacing $L_A$ between amplifiers—it should be as large as possible to minimize the overall cost. For non-soliton systems, $L_A$ is typically 80–100 km. For soliton systems, $L_A$ is restricted to much smaller values because of the soliton nature of signal propagation [57].

The physical reason behind smaller values of $L_A$ is that optical amplifiers boost soliton energy to the input level over a length of few meters without allowing for gradual recovery of the fundamental soliton. The amplified soliton adjusts its width dynamically in the fiber section following the amplifier. However, it also sheds a part of its energy as dispersive waves during this adjustment phase. The dispersive part can accumulate to significant levels over a large number of amplification stages and must be avoided. One way to reduce the dispersive part is to reduce the amplifier spacing $L_A$ such that the soliton is not perturbed much over this short length. Numerical simulations show [57] that this is the case when $L_A$ is a small fraction of the dispersion length ($L_A < L_D$). The dispersion length $L_D$ depends on both the pulse width $T_0$ and the GVD parameter $\beta_2$ and can vary from 10 to 1000 km depending on their values.

Figure 9.10: (a) Lumped and (b) distributed amplification schemes for compensation of fiber losses in soliton communication systems.

Periodic amplification of solitons can be treated mathematically by adding a gain term to Eq. (9.3.1) and writing it as [61]

$$i \frac{\partial u}{\partial \xi} + \frac{1}{2} \frac{\partial^2 u}{\partial T^2} + |u|^2 u = - \frac{i}{2} \Gamma u + \frac{i}{2} g(\xi) L_D u, \quad (9.3.4)$$

where $g(\xi) = \sum_{m=1}^{N_A} g_m \delta(\xi - \xi_m)$. $N_A$ is the total number of amplifiers, and $g_m$ is the gain of the lumped amplifier located at $\xi_m$. If we assume that amplifiers are spaced uniformly, $\xi_m = m \xi_A$, where $\xi_A = L_A / L_D$ is the normalized amplifier spacing.
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Because of rapid variations in the soliton energy introduced by periodic gain-loss changes, it is useful to make the transformation

\[ u(\xi, \tau) = \sqrt{p(\xi)} v(\xi, \tau), \]

where \( p(\xi) \) is a rapidly varying and \( v(\xi, \tau) \) is a slowly varying function of \( \xi \). Substituting Eq. (9.3.5) in Eq. (9.3.4), \( v(\xi, \tau) \) is found to satisfy

\[ \frac{i}{\xi} \frac{\partial v}{\partial \xi} + \frac{1}{2} \frac{\partial^2 v}{\partial \tau^2} + p(\xi) |v|^2 v = 0, \]  

(9.3.6)

where \( p(\xi) \) is obtained by solving the ordinary differential equation

\[ \frac{dp}{d\xi} = [g(\xi) - \Gamma] p. \]  

(9.3.7)

The preceding equations can be solved analytically by noting that the amplifier gain is just large enough that \( p(\xi) \) is a periodic function; it decreases exponentially in each period as \( p(\xi) = \exp(-\Gamma_A\xi) \) but jumps to its initial value \( p(0) = 1 \) at the end of each period. Physically, \( p(\xi) \) governs variations in the peak power (or the energy) of a soliton between two amplifiers. For a fiber with losses of 0.2 dB/km, \( p(\xi) \) varies by a factor of 100 when \( L_a = 100 \) km.

In general, changes in soliton energy are accompanied by changes in the soliton width. Large rapid variations in \( p(\xi) \) can destroy a soliton if its width changes rapidly through emission of dispersive waves. The concept of the path-averaged or guiding-center soliton makes use of the fact that solitons evolve little over a distance that is short compared with the dispersion length (or soliton period). Thus, when \( \xi_A \ll 1 \), the soliton width remains virtually unchanged even though its peak power \( p(\xi) \) varies considerably in each section between two neighboring amplifiers. In effect, we can replace \( p(\xi) \) by its average value \( \bar{p} \) in Eq. (9.3.6) when \( \xi_A \ll 1 \). Introducing \( u = \sqrt{\bar{p}} v \) as a new variable, this equation reduces to the standard NLS equation obtained for a lossless fiber.

From a practical viewpoint, a fundamental soliton can be excited if the input peak power \( P_i \) (or energy) of the path-averaged soliton is chosen to be larger by a factor \( 1/\bar{p} \). Introducing the amplifier gain as \( G = \exp(\Gamma_A\xi) \) and using \( \bar{p} = \xi_A^{-1} \int_0^{\xi_A} e^{-\Gamma_A \xi} d\xi \), the energy enhancement factor for loss-managed (LM) solitons is given by

\[ f_{LM} = \frac{P_i}{P_0} = \frac{1}{\bar{p}} = \frac{\Gamma_A \xi}{1 - \exp(-\Gamma_A \xi)} = \frac{G \ln G}{G - 1}, \]

(9.3.8)

where \( P_0 \) is the peak power in lossless fibers. Thus, soliton evolution in lossy fibers with periodic lumped amplification is identical to that in lossless fibers provided (i) amplifiers are spaced such that \( L_a \ll L_D \) and (ii) the launched peak power is larger by a factor \( f_{LM} \). As an example, \( G = 10 \) and \( f_{LM} \approx 2.56 \) for 50-km amplifier spacing and fiber losses of 0.2 dB/km.

Figure 9.11 shows the evolution of a loss-managed soliton over a distance of 10 Mm assuming that solitons are amplified every 50 km. When the input pulse width corresponds to a dispersion length of 200 km, the soliton is preserved quite well even after
10 Mm because the condition $\xi_A \ll 1$ is reasonably well satisfied. However, if the dispersion length is reduced to 25 km ($\xi_A \approx 2$), the soliton is unable to sustain itself because of excessive emission of dispersive waves. The condition $\xi_A \ll 1$ or $L_A \ll L_D$, required to operate within the average-soliton regime, can be related to the width $T_0$ by using $L_D = T_0^2/|\beta_2|$. The resulting condition is

$$T_0 \gg \sqrt{|\beta_2|L_A}. \quad (9.3.9)$$

Since the bit rate $B$ is related to $T_0$ through Eq. (9.2.1), the condition (9.3.9) can be written in the form of the following design criterion:

$$B^2 L_A \ll (4q_0^2/|\beta_2|)^{-1}. \quad (9.3.10)$$

Choosing typical values $\beta_2 = -0.5$ ps$^2$/km, $L_A = 50$ km, and $q_0 = 5$, we obtain $T_0 \gg 5$ ps and $B \ll 20$ GHz. Clearly, the use of path-averaged solitons imposes a severe limitation on both the bit rate and the amplifier spacing for soliton communication systems.

### 9.3.3 Distributed Amplification

The condition $L_A \ll L_D$, imposed on loss-managed solitons when lumped amplifiers are used, becomes increasingly difficult to satisfy in practice as bit rates exceed 10 Gb/s. This condition can be relaxed considerably when distributed amplification is used. The distributed-amplification scheme is inherently superior to lumped amplification since its use provides a nearly lossless fiber by compensating losses locally at every point along the fiber link. In fact, this scheme was used as early as 1985 using the distributed gain provided by Raman amplification when the fiber carrying the signal was pumped at a wavelength of about 1.46 $\mu$m using a color-center laser [59]. Alternatively, the transmission fiber can be doped lightly with erbium ions and pumped periodically to provide distributed gain. Several experiments have demonstrated that solitons can be propagated in such active fibers over relatively long distances [62]–[66].
The advantage of distributed amplification can be seen from Eq. (9.3.7), which can be written in physical units as

\[
\frac{dp}{dz} = |g(z) - \alpha| p. \tag{9.3.11}
\]

If \(g(z)\) is constant and equal to \(\alpha\) for all \(z\), the peak power or energy of a soliton remains constant along the fiber link. This is the ideal situation in which the fiber is effectively lossless. In practice, distributed gain is realized by injecting pump power periodically into the fiber link. Since pump power does not remain constant because of fiber losses and pump depletion (e.g., absorption by dopants), \(g(z)\) cannot be kept constant along the fiber. However, even though fiber losses cannot be compensated everywhere locally, they can be compensated fully over a distance \(L_A\) provided that

\[
\int_0^{L_A} g(z) \, dz = \alpha L_A. \tag{9.3.12}
\]

A distributed-amplification scheme is designed to satisfy Eq. (9.3.12). The distance \(L_A\) is referred to as the pump-station spacing.

The important question is how much soliton energy varies during each gain–loss cycle. The extent of peak-power variations depends on \(L_A\) and on the pumping scheme adopted. Backward pumping is commonly used for distributed Raman amplification because such a configuration provides high gain where the signal is relatively weak. The gain coefficient \(g(z)\) can be obtained following the discussion in Section 6.3.

If we ignore pump depletion, the gain coefficient in Eq. (9.3.11) is given by \(g(z) = g_0 \exp[-\alpha_p(L_A - z)]\), where \(\alpha_p\) accounts for fiber losses at the pump wavelength. The resulting equation can be integrated analytically to obtain

\[
p(z) = \exp \left\{ \alpha L_A \left[ \frac{\exp(\alpha_p z) - 1}{\exp(\alpha_p L_A) - 1} \right] - \alpha z \right\}, \tag{9.3.13}
\]

where \(g_0\) was chosen to ensure that \(p(L_A) = 1\). Figure 9.12 shows how \(p(z)\) varies along the fiber for \(L_A = 50\) km using \(\alpha = 0.2\) dB/km and \(\alpha_p = 0.25\) dB/km. The case of lumped amplification is also shown for comparison. Whereas soliton energy varies by a factor of 10 in the lumped case, it varies by less than a factor of 2 in the case of distributed amplification.

The range of energy variations can be reduced further using a bidirectional pumping scheme. The gain coefficient \(g(z)\) in this case can be approximated (neglecting pump depletion) as

\[
g(z) = g_1 \exp(-\alpha_p z) + g_2 \exp(-\alpha_p(L_A - z)). \tag{9.3.14}
\]

The constants \(g_1\) and \(g_2\) are related to the pump powers injected at both ends. Assuming equal pump powers and integrating Eq. (9.3.11), the soliton energy is found to vary as

\[
p(z) = \exp \left[ \alpha L_A \left( \frac{\sinh(\alpha_p z - L_A/2) + \sinh(\alpha_p L_A/2)}{2 \sinh(\alpha_p L_A/2)} \right) - \alpha z \right]. \tag{9.3.15}
\]

This case is shown in Fig. 9.12 by a dashed line. Clearly, a bidirectional pumping scheme is the best as it reduces energy variations to below 15%. The range over which
Figure 9.12: Variations in soliton energy for backward (solid line) and bidirectional (dashed line) pumping schemes with \( L_A = 50 \) km. The lumped-amplifier case is shown by the dotted line.

\( p(z) \) varies increases with \( L_A \). Nevertheless, it remains much smaller than that occurring in the lumped-amplification case. As an example, soliton energy varies by a factor of 100 or more when \( L_A = 100 \) km if lumped amplification is used but by less than a factor of 2 when the bidirectional pumping scheme is used for distributed amplification.

The effect of energy excursion on solitons depends on the ratio \( \xi_A = L_A/L_D \). When \( \xi_A < 1 \), little soliton reshaping occurs. For \( \xi_A \gg 1 \), solitons evolve adiabatically with some emission of dispersive waves (the quasi-adiabatic regime). For intermediate values of \( \xi_A \), a more complicated behavior occurs. In particular, dispersive waves and solitons are resonantly amplified when \( \xi_A \simeq 4\pi \). Such a resonance can lead to unstable and chaotic behavior [60]. For this reason, distributed amplification is used with \( \xi_A < 4\pi \) in practice [62]–[66].

Modeling of soliton communication systems making use of distributed amplification requires the addition of a gain term to the NLS equation, as in Eq. (9.3.4). In the case of soliton systems operating at bit rates \( B > 20 \) Gb/s such that \( T_0 < 5 \) ps, it is also necessary to include the effects of third-order dispersion (TOD) and a new nonlinear phenomenon known as the soliton self-frequency shift (SSFS). This effect was discovered in 1986 [67] and can be understood in terms of intrapulse Raman scattering [68]. The Raman effect leads to a continuous downshift of the soliton carrier frequency when the pulse spectrum becomes so broad that the high-frequency components of a pulse can transfer energy to the low-frequency components of the same pulse through Raman amplification. The Raman-induced frequency shift is negligible for \( T_0 > 10 \) ps but becomes of considerable importance for short solitons (\( T_0 < 5 \) ps). With the inclusion of SSFS and TOD, Eq. (9.3.4) takes the form [10]

\[
\frac{i}{\partial \xi} \frac{\partial u}{\partial \xi} + \frac{1}{2} \frac{\partial^2 u}{\partial \tau^2} + |u|^2 u = \frac{iL_D}{2} \left[ g(\xi) - \alpha \right] u + i\delta_1 \frac{\partial^3 u}{\partial \tau^3} + \tau_{\text{RR}} \frac{\partial |u|^2}{\partial \tau}, \tag{9.3.16}
\]
where the TOD parameter $\delta_3$ and the Raman parameter $\tau_R$ are defined as

$$\delta = \frac{\beta_3}{(6\beta_2/T_0)}, \quad \tau_R = \frac{T_R}{T_0}.$$ \hspace{1cm} (9.3.17)

The quantity $T_R$ is related to the slope of the Raman gain spectrum and has a value of about 3 fs for silica fibers [10].

Numerical simulations based on Eq. (9.3.16) show that the distributed-amplification scheme benefits considerably high-capacity soliton communication systems [69]. For example, when $L_D = 50$ km but amplifiers are placed 100 km apart, fundamental solitons with $T_0 = 5$ ps are destroyed after 500 km in the case of lumped amplifiers but can propagate over a distance of more than 5000 km when distributed amplification is used. For soliton widths below 5 ps, the Raman-induced spectral shift leads to considerable changes in the evolution of solitons as it modifies the gain and dispersion experienced by solitons. Fortunately, the finite gain bandwidth of amplifiers reduces the amount of spectral shift and stabilizes the soliton carrier frequency close to the gain peak [63]. Under certain conditions, the spectral shift can become so large that it cannot be compensated, and the soliton moves out of the gain window, loosing all its energy.

### 9.3.4 Experimental Progress

Early experiments on loss-managed solitons concentrated on the Raman-amplification scheme. An experiment in 1985 demonstrated that fiber losses can be compensated over 10 km by the Raman gain while maintaining the soliton width [59]. Two color-center lasers were used in this experiment. One laser produced 10-ps pulses at 1.56 $\mu$m, which were launched as fundamental solitons. The other laser operated continuously at 1.46 $\mu$m and acted as a pump for amplifying 1.56-$\mu$m solitons. In the absence of the Raman gain, the soliton broadened by about 50% because of loss-induced broadening. This amount of broadening was in agreement with Eq. (9.3.3), which predicts $T_f/T_0 = 1.51$ for $\tau = 10$ km and $\alpha = 0.18$ dB/km, the values used in the experiment. When the pump power was about 125 mW, the 1.8-dB Raman gain compensated the fiber losses and the output pulse was nearly identical with the input pulse.

A 1988 experiment transmitted solitons over 4000 km using the Raman-amplification scheme [4]. This experiment used a 42-km fiber loop whose loss was exactly compensated by injecting the CW pump light from a 1.46-$\mu$m color-center laser. The solitons were allowed to circulate many times along the fiber loop and their width was monitored after each round trip. The 55-ps solitons could be circulated along the loop up to 96 times without a significant increase in their pulse width, indicating soliton recovery over 4000 km. The distance could be increased to 6000 km with further optimization. This experiment was the first to demonstrate that solitons could be transmitted over transoceanic distances in principle. The main drawback was that Raman amplification required pump lasers emitting more than 500 mW of CW power near 1.46 $\mu$m. It was not possible to obtain such high powers from semiconductor lasers in 1988, and the color-center lasers used in the experiment were too bulky to be useful for practical lightwave systems.

The situation changed with the advent of EDFAs around 1989 when several experiments used them for loss-managed soliton systems [38]–[40]. These experiments can
be divided into two categories, depending on whether a linear fiber link or a recirculating fiber loop is used for the experiment. Several 1990 experiments demonstrated soliton transmission over fiber lengths \( \sim 100 \) km at bit rates of up to 5 Gb/s [70]-[72]. Figure 9.13 shows one such experimental setup in which a gain-switched laser is used for generating input pulses. The pulse train is filtered to reduce the frequency chirp and passed through a LiNbO₃ modulator to impose the RZ format on it. The resulting coded bit stream of solitons is transmitted through several fiber sections, and losses of each section are compensated by using an EDFA. The amplifier spacing is chosen to satisfy the criterion \( L_A \ll L_D \) and is typically in the range 25-40 km. In a 1991 experiment, solitons were transmitted over 1000 km at 10 Gb/s [73]. The 45-ps-wide solitons permitted an amplifier spacing of 50 km in the average-soliton regime.

Since 1991, most soliton transmission experiments have used a recirculating fiber-loop configuration because of cost considerations. Figure 9.14 shows such an experimental setup schematically. A bit stream of solitons is launched into the loop and forced to circulate many times using optical switches. The quality of the signal is monitored after each round trip to ensure that the solitons maintain their width during transmission. In a 1991 experiment, 2.5-Gb/s solitons were transmitted over 12,000 km by using a 75-km fiber loop containing three EDFAs, spaced apart by 25 km [74]. In this experiment, the bit rate–distance product of \( BL = 30 \) (Tb/s)-km was limited mainly by the timing jitter induced by EDFAs. The use of amplifiers degrades the signal-to-noise ratio (SNR) and shifts the position of solitons in a random fashion. These issues are discussed in Section 9.5.

Because of the problems associated with the lumped amplifiers, several schemes were studied for reducing the timing jitter and improving the performance of soliton systems. Even the technique of Raman amplification was revived in 1999 and has
9.4 Dispersion-Managed Solitons

As discussed in Chapter 7, dispersion management is employed commonly for modern wavelength-division multiplexed (WDM) systems. It turns out that soliton systems benefit considerably if the GVD parameter $\beta_2$ varies along the link length. This section is devoted to such dispersion-managed solitons. We first consider dispersion-decreasing fibers and then focus on dispersion maps that consist of multiple sections of constant-dispersion fibers.

9.4.1 Dispersion-Decreasing Fibers

An interesting scheme proposed in 1987 relaxes completely the restriction $L_A \ll L_D$ imposed normally on loss-managed solitons, by decreasing the GVD along the fiber length [75]. Such fibers are called dispersion-decreasing fibers (DDFs) and are designed such that the decreasing GVD counteracts the reduced SPM experienced by solitons weakened from fiber losses.

Since dispersion management is used in combination with loss management, soliton evolution in a DDF is governed by Eq. (9.3.6) except that the second-derivative term has a new parameter $d$ that is a function of $\xi$ because of GVD variations along the fiber length. The modified NLS equation takes the form

$$i \frac{\partial v}{\partial \xi} + \frac{1}{2} d(\xi) \frac{\partial^2 v}{\partial \tau^2} + p(\xi) |v|^2 v = 0,$$

(9.4.1)
where \( v = u/\sqrt{\beta} \), \( d(\xi) = \beta_2(\xi)/\beta_2(0) \), and \( p(\xi) \) takes into account peak-power variations introduced by loss management. The distance \( \xi \) is normalized to the dispersion length, \( L_D = T_0^2/|\beta_2(0)| \), defined using the GVD value at the fiber input.

Because of the \( \xi \) dependence of the second and third terms, Eq. (9.4.1) is not a standard NLS equation. However, it can be reduced to one if we introduce a new propagation variable as

\[
\xi' = \int_0^\xi d(\xi) d\xi.
\]

This transformation renormalizes the distance scale to the local value of GVD. In terms of \( \xi' \), Eq. (9.4.1) becomes

\[
\frac{\partial^2 v}{\partial \xi'^2} + \frac{1}{2} \frac{\partial^2 v}{\partial \xi'^2} + \frac{p(\xi)}{d(\xi)} |v|^2 v = 0.
\]

(9.4.3)

If the GVD profile is chosen such that \( d(\xi) = p(\xi) \equiv \exp(-\Gamma \xi) \), Eq. (9.4.3) reduces the standard NLS equation obtained in the absence of fiber losses. As a result, fiber losses have no effect on a soliton in spite of its reduced energy when DDFs are used. Lumped amplifiers can be placed at any distance and are not limited by the condition \( L_A \ll L_D \).

The preceding analysis shows that fundamental solitons can be maintained in a lossy fiber provided its GVD decreases exponentially as

\[
|\beta_2(z)| = |\beta_2(0)| \exp(-\alpha z).
\]

(9.4.4)

This result can be understood qualitatively by noting that the soliton peak power \( P_0 \) decreases exponentially in a lossy fiber in exactly the same fashion. It is easy to deduce from Eq. (9.1.4) that the requirement \( N = 1 \) can be maintained, in spite of power losses, if both \( |\beta_2| \) and \( \gamma \) decrease exponentially at the same rate. The fundamental soliton then maintains its shape and width even in a lossy fiber.

Fibers with a nearly exponential GVD profile have been fabricated [76]. A practical technique for making such DDFs consists of reducing the core diameter along the fiber length in a controlled manner during the fiber-drawing process. Variations in the fiber diameter change the waveguide contribution to \( \beta_2 \) and reduce its magnitude. Typically, GVD can be varied by a factor of 10 over a length of 20 to 40 km. The accuracy realized by the use of this technique is estimated to be better than 0.1 ps²/km [77]. Propagation of solitons in DDFs has been demonstrated in several experiments [77]–[79]. In a 40-km DDF, solitons preserved their width and shape in spite of energy losses of more than 8 dB [78]. In a recirculating loop made using DDFs, a 6.5-ps soliton train at 10 Gb/s could be transmitted over 300 km [79].

Fibers with continuously varying GVD are not readily available. As an alternative, the exponential GVD profile of a DDF can be approximated with a staircase profile by splicing together several constant-dispersion fibers with different \( \beta_2 \) values. This approach was studied during the 1990s, and it was found that most of the benefits of DDFs can be realized using as few as four fiber segments [80]–[84]. How should one select the length and the GVD of each fiber used for emulating a DDF? The answer is not obvious, and several methods have been proposed. In one approach, power
deviations are minimized in each section [80]. In another approach, fibers of different GVD values \( D_m \) and different lengths \( L_m \) are chosen such that the product \( D_m L_m \) is the same for each section. In a third approach, \( D_m \) and \( L_m \) are selected to minimize shading of dispersive waves [81].

### 9.4.2 Periodic Dispersion Maps

A disadvantage of the DDF is that the average dispersion along the link is often relatively large. Generally speaking, operation of a soliton in the region of low average GVD improves system performance. Dispersion maps consisting of alternating-GVD fibers are attractive because their use lowers the average GVD of the entire link while keeping the GVD of each section large enough that the four-wave mixing (FWM) and TOD effects remain negligible.

The use of dispersion management forces each soliton to propagate in the normal-dispersion regime of a fiber during each map period. At first sight, such a scheme should not even work because the normal-GVD fibers do not support bright solitons and lead to considerable broadening and chirping of the pulse. So, why should solitons survive in a dispersion-managed fiber link? An intense theoretical effort devoted to this issue since 1996 has yielded an answer with a few surprises [85]–[102]. Physically speaking, if the map period is a fraction of the nonlinear length, the nonlinear effects are relatively small, and the pulse evolves in a linear fashion over one map period. On a longer length scale, solitons can still form if the SPM effects are balanced by the average dispersion. As a result, solitons can survive in an average sense, even though not only the peak power but also the width and shape of such solitons oscillate periodically. This section describes the properties of dispersion-managed (DM) solitons and the advantages offered by them.

Consider a simple dispersion map consisting of two fibers with positive and negative values of the GVD parameter \( \beta_2 \). Soliton evolution is still governed by Eq. (9.4.1) used earlier for DDFs. However, we cannot use \( \xi \) and \( \tau \) as dimensionless parameters because the pulse width and GVD both vary along the fiber. It is better to use the physical units and write Eq. (9.4.1) as

\[
\frac{i}{\alpha} \frac{\partial B}{\partial z} - \frac{\beta_2(z)}{2} \frac{\partial^2 B}{\partial^2 \tau} + \gamma |p(z)| B^2 B = 0,
\]

where \( B = A/\sqrt{\rho} \) and \( p(z) \) is the solution of Eq. (9.3.11). The GVD parameter takes values \( \beta_2A \) and \( \beta_2n \) in the anomalous and normal sections of lengths \( l_A \) and \( l_n \), respectively. The map period \( L_{\text{map}} = l_A + l_n \) can be different from the amplifier spacing \( L_A \).

As is evident, the properties of DM solitons will depend on several map parameters even when only two types of fibers are used in each map period.

Equation (9.4.5) can be solved numerically using the split-step Fourier method. Numerical simulations show that a nearly periodic solution can often be found by adjusting input pulse parameters (width, chirp, and peak power) even though these parameters vary considerably in each map period. The shape of such DM solitons is typically closer to a Gaussian profile rather than the “sech” shape associated with standard solitons [86]–[88].
Numerical solutions, although essential, do not lead to much physical insight. Several techniques have been used to solve the NLS equation (9.4.5) approximately. A common approach makes use of the variational method [89]–[91]. Another approach expands \( B(z,t) \) in terms of a complete set of the Hermite–Gauss functions that are solutions of the linear problem [92]. A third approach solves an integral equation, derived in the spectral domain using perturbation theory [94]–[96].

To simplify the following discussion, we focus on the variational method used earlier in Section 7.8.2. In fact, the Lagrangian density obtained there can be used directly for DM solitons as well as Eq. (9.4.5) is identical to Eq. (7.8.4). Because the shape of the DM soliton is close to a Gaussian pulse in numerical simulations, the soliton is assumed to evolve as

\[
B(z,t) = a \exp\left[-\left(1 + iC\right)T^2/2T^2 + i\phi\right],
\]

(9.4.6)

where \( a \) is the amplitude, \( T \) is the width, \( C \) is the chirp, and \( \phi \) is the phase of the soliton. All four parameters vary with \( z \) because of perturbations produced by periodic variations of \( \beta_2(z) \) and \( p(z) \).

Following Section 7.8.2, we can obtain four ordinary differential equations for the four soliton parameters. The amplitude equation can be eliminated because \( a^2T = a^2T_0 = E_0/\sqrt{\pi} \) is independent of \( z \) and is related to the input pulse energy \( E_0 \). The phase equation can also be dropped since \( T \) and \( C \) do not depend on \( \phi \). The DM soliton then corresponds to a periodic solution of the following two equations for the pulse width \( T \) and chirp \( C \):

\[
\frac{dT}{dz} = \beta_2(z) \frac{C}{T},
\]

(9.4.7)

\[
\frac{dC}{dz} = \frac{\gamma E_0 p(z)}{\sqrt{2\pi} T} + \frac{\beta_2}{T^2}(1 + C^2).
\]

(9.4.8)

These equations should be solved with the periodic boundary conditions

\[
T_0 \equiv T(0) = T(L_A), \quad C_0 \equiv C(0) = C(L_A)
\]

(9.4.9)

to ensure that the soliton recovers its initial state after each amplifier. The periodic boundary conditions fix the values of the initial width \( T_0 \) and the chirp \( C_0 \) at \( z = 0 \) for which a soliton can propagate in a periodic fashion for a given value of the pulse energy \( E_0 \). A new feature of the DM solitons is that the input pulse width depends on the dispersion map and cannot be chosen arbitrarily. In fact, \( T_0 \) cannot be below a critical value that is set by the map itself.

Figure 9.15 shows how the pulse width \( T_0 \) and the chirp \( C_0 \) of allowed periodic solutions vary with input pulse energy for a specific dispersion map. The minimum value \( T_m \) of the pulse width occurring in the middle of the anomalous-GVD section of the map is also shown. The map is suitable for 40-Gb/s systems and consists of alternating fibers with GVD of \(-4\) and \(4\) ps\(^2\)/km and lengths \( l_a \approx l_s = 5\) km such that the average GVD is \(-0.01\) ps\(^2\)/km. The solid lines show the case of ideal distributed amplification for which \( p(z) = 1 \) in Eq. (9.4.8). The lumped-amplification case is shown by the dashed lines in Fig. 9.15 assuming 80-km amplifier spacing and 0.25 dB/km losses in each fiber section.
Several conclusions can be drawn from Fig. 9.15. First, both $T_0$ and $T_m$ decrease rapidly as pulse energy is increased. Second, $T_0$ attains its minimum value at a certain pulse energy $E_c$ while $T_m$ keeps decreasing slowly. Third, $T_0$ and $T_m$ differ considerably for $E_0 > E_c$. This behavior indicates that the pulse width changes considerably in each fiber section when this regime is approached. An example of pulse breathing is shown in Fig. 9.15(b) for $E_0 = 0.1$ pJ in the case of lumped amplification. The input chirp $C_0$ is relatively large ($C_0 \approx 1.8$) in this case. The most important feature of Fig. 9.15 is the existence of a minimum value of $T_0$ for a specific value of the pulse energy. The input chirp $C_0 = 1$ at that point. It is interesting to note that the minimum value of $T_0$ does not depend much on fiber losses and is about the same for the solid and dashed curves although the value of $E_c$ is much larger in the lumped amplification case because of fiber losses.

As seen from Fig. 9.15, both the pulse width and the peak power of DM solitons vary considerably within each map period. Figure 9.16(a) shows the width and chirp variations over one map period for the DM soliton of Fig. 9.15(b). The pulse width varies by more than a factor of 2 and becomes minimum nearly in the middle of each fiber section where frequency chirp vanishes. The shortest pulse occurs in the middle of the anomalous-GVD section in the case of ideal distributed amplification in which fiber losses are compensated fully at every point along the fiber link. For comparison, Fig. 9.16(b) shows the width and chirp variations for a DM soliton whose input energy is close to $E_c$ where the input pulse is shortest. Breathing of the pulse is reduced considerably together with the range of chirp variations. In both cases, the DM soliton is quite different from a standard fundamental soliton as it does not maintain its shape, width, or peak power. Nevertheless, its parameters repeat from period to period at any location within the map. For this reason, DM solitons can be used for optical communications in spite of oscillations in the pulse width. Moreover, such solitons perform better from a system standpoint.
9.4.3 Design Issues

Figures 9.15 and 9.16 show that Eqs. (9.4.7)–(9.4.9) permit periodic propagation of many different DM solitons in the same map by choosing different values of \( E_0 \), \( T_0 \), and \( C_0 \). How should one choose among these solutions when designing a soliton system? Pulse energies much smaller than \( E_c \) (corresponding to the minimum value of \( T_0 \)) should be avoided because a low average power would then lead to rapid degradation of SNR as amplifier noise builds up with propagation. On the other hand, when \( E_0 \gg E_c \), large variations in the pulse width in each fiber section would enhance the effects of soliton interaction if two neighboring solitons begin to overlap. Thus, the region near \( E_0 = E_c \) is most suited for designing DM soliton systems. Numerical solutions of Eq. (9.4.5) confirm this conclusion.

The 40-Gb/s system design shown in Figs. 9.15 and 9.16 was possible only because the map period \( L_{\text{map}} \) was chosen to be much smaller than the amplifier spacing of 80 km, a configuration referred to as the dense dispersion management. When \( L_{\text{map}} \) is increased to 80 km using \( l_a \approx l_b = 40 \) km while keeping the same value of average dispersion, the minimum pulse width supported by the map increases by a factor of 3. The bit rate is then limited to about 20 Gb/s. In general, the required map period becomes shorter as the bit rate increases.

It is possible to find the values of \( T_0 \) and \( T_m \) by solving the variational equations (9.4.7)–(9.4.9) approximately. Equation (9.4.7) can be integrated to relate \( T \) and \( C \) as

\[
T^2(z) = T_0^2 + 2 \int_B^C \beta_2(z)C(z)dz. \tag{9.4.10}
\]

The chirp equation cannot be integrated but the numerical solutions show that \( C(z) \) varies almost linearly in each fiber section. As seen in Fig. 9.16, \( C(z) \) changes from \( C_0 \) to \( -C_0 \) in the first section and then back to \( C_0 \) in the second section. Noting that the ratio \( (1 + C^2)/T^2 \) is related to the spectral width that changes little over one map period.

Figure 9.16: (a) Variations of pulse width and chirp over one map period for DM solitons with the input energy (a) \( E_0 \gg E_c = 0.1 \) pJ and (b) \( E_0 \) close to \( E_c \).
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considerably larger in the anomalous-GVD section compared with the normal-GVD section. Noting that the phase shift imposed on each spectral component varies as $\beta_2 \Delta \omega^2$ locally, one can define an effective value of the average GVD as [101]

$$\beta_2^{\text{eff}} = \langle \beta_2 \Omega^2 \rangle / \Omega^2,$$  \hspace{1cm} (9.4.13)

where $\Omega$ is the local value of the spectral width and the angle brackets indicate average over the map period. If $\beta_2^{\text{eff}}$ is negative, the DM soliton can exist even if $\beta_2$ is positive.

For map strengths below a critical value (about 3.9 numerically), the average GVD is anomalous for DM solitons. In that case, one is tempted to compare them with standard solitons forming in a uniform-GVD fiber link with $\beta_2 = \beta_2$. For relatively small values of $S_m$, variations in the pulse width and chirp are small enough that one can ignore them. The main difference between the average-GVD and DM solitons then stems from the higher peak power required to sustain DM solitons. The energy enhancement factor for DM solitons is defined as [85]

$$f_{\text{DM}} = \frac{E_{\text{DM}}}{E_0}$$  \hspace{1cm} (9.4.14)

and can exceed 10 depending on the system design. The larger energy of DM solitons benefits a soliton system in several ways. Among other things, it improves the SNR and decreases the timing jitter; these issues are discussed in Section 9.5.

Dispersion-management schemes were used for solitons as early as 1992 although they were referred to by names such as partial soliton communication and dispersion allocation [103]. In the simplest form of dispersion management, a relatively short segment of dispersion-compensating fiber (DCF) is added periodically to the transmission fiber, resulting in dispersion maps similar to those used for nonsoliton systems. It was found in a 1995 experiment that the use of DCFs reduced the timing jitter considerably [104]. In fact, in this 20-Gb/s experiment, the timing jitter became low enough when the average dispersion was reduced to a value near $-0.025$ ps$^2$/km that the 20-Gb/s signal could be transmitted over transoceanic distances.

Since 1996, a large number of experiments have shown the benefits of DM solitons for lightwave systems [105]–[114]. In one experiment, the use of a periodic dispersion map enabled transmission of a 20-Gb/s soliton bit stream over 5320 km of a fiber link containing amplifiers at 40-km intervals [105]. In another 20-Gb/s experiment [106], solitons could be transmitted over 9000 km without using any in-line optical filters since the periodic use of DCFs reduced timing jitter by more than an order of magnitude. A 1997 experiment focused on transmission of DM solitons using dispersion maps such that solitons propagated most of the time in the normal-GVD regime [107]. This 10-Gb/s experiment transmitted signals over 28 Mm using a recirculating fiber loop consisting of 100 km of normal-GVD fiber and 8-km of anomalous-GVD fiber such that the average GVD was anomalous (about $-0.1$ ps$^2$/km). Periodic variations in the pulse width were also observed in such a fiber loop [108]. In a later experiment, the loop was modified to yield the average-GVD value of zero or slightly positive [109]. Stable transmission of 10-Gb/s solitons over 28 Mm was still observed. In all cases, experimental results were in excellent agreement with numerical simulations [110].

An important application of dispersion management consists for upgrading the existing terrestrial networks designed with standard fibers [111]–[114]. A 1997 experiment used fiber gratings for dispersion compensation and realized 10-Gb/s soliton
transmission over 1000 km. Longer transmission distances were realized using a re-circulating fiber loop [112] consisting of 102 km of standard fiber with anomalous GVD ($\beta_2 \approx -21 \text{ ps}^2/\text{km}$) and 17.3 km of DCF with normal GVD ($\beta_2 \approx 160 \text{ ps}^2/\text{km}$). The map strength $S$ was quite large in this experiment when 30-ps (FWHM) pulses were launched into the loop. By 1999, 10-Gb/s DM solitons could be transmitted over 16 Mm of standard fiber when soliton interactions were minimized by choosing the location of amplifiers appropriately [113].

9.5 Impact of Amplifier Noise

The use of in-line optical amplifiers affects the soliton evolution considerably. The reason is that amplifiers, needed to restore the soliton energy, also add noise originating from amplified spontaneous emission (ASE). As discussed in Section 6.5, the spectral density of ASE depends on the amplifier gain $G$ itself and is given by Eq. (6.1.15). The ASE-induced noise degrades the SNR through amplitude fluctuations and introduces timing jitter through frequency fluctuations, both of which impact the performance of soliton systems. Timing jitter for solitons has been studied since 1986 and is referred to as the Gordon–Haus jitter [115]–[125]. The moment method is used in this section for studying the effects of amplifier noise.

9.5.1 Moment Method

The moment method has been introduced in Section 6.5.2 in the context of nonsoliton pulses. The same treatment can be extended for solitons [122]. In the case of Eq. (9.4.5), the three moments providing energy $E$, frequency shift $\Omega$, and position $q$ of the pulse are given by

\[
E = \int_{-\infty}^{\infty} |B|^2 \, dt, \quad q = \frac{1}{E} \int_{-\infty}^{\infty} t |B|^2 \, dt, \quad (9.5.1)
\]

\[
\Omega = \frac{i}{2E} \int_{-\infty}^{\infty} \left( B^* \frac{\partial B}{\partial t} - B \frac{\partial B^*}{\partial t} \right) \, dt. \quad (9.5.2)
\]

The three quantities depend on $z$ and vary along the fiber as the pulse shape governed by $|B(z,t)|^2$ evolves. Differentiating $E$, $\Omega$, and $q$ with respect to $z$ and using Eq. (9.4.5), the three moments are found to evolve with $z$ as [124]

\[
\frac{dE}{dz} = \sum_n \delta E_n \delta(z - z_n), \quad (9.5.3)
\]

\[
\frac{d\Omega}{dz} = \sum_n \delta \Omega_n \delta(z - z_n), \quad (9.5.4)
\]

\[
\frac{dq}{dz} = \beta_2 \Omega + \sum_n \delta q_n \delta(z - z_n), \quad (9.5.5)
\]

where $\delta E_n$, $\delta \Omega_n$, and $\delta q_n$ are random changes induced by ASE at the $n$th amplifier located at $z_n$. The sum in these equations extends over the total number $N_A$ of amplifiers.
Fiber losses do not appear in Eq. (9.5.3) because of the transformation $B = A/\sqrt{p}$ made in deriving Eq. (9.4.5); the actual pulse energy is given by $pE$, where $p(z)$ is obtained by solving Eq. (9.3.11).

The physical meaning of the moment equations is clear from Eqs. (9.5.3)-(9.5.5). Both $E$ and $\Omega$ remain constant while propagating inside optical fibers but change in a random fashion at each amplifier location. Equation (9.5.5) shows how frequency fluctuations induced by an amplifier become temporal fluctuations because of the GVD. Physically speaking, the group velocity of the pulse depends on frequency. A random change in the group velocity results in a shift of the soliton position by a random amount within the bit slot. As a result, frequency fluctuations are converted into timing jitter by the GVD. The last term in Eq. (9.5.5) shows that ASE also shifts the soliton position directly.

Fluctuations in the position and frequency of a soliton at any amplifier vanish on average but their variances are finite. Moreover, the two fluctuations are not independent as they are produced by the same physical mechanism (spontaneous emission). We thus need to consider how the optical field $B(z,t)$ is affected by ASE and then calculate the variances and correlation functions of $E$, $\Omega$, and $q$. At each amplifier, the field $B(z,t)$ changes by $\delta B(z,t)$ because of ASE. The fluctuation $\delta B(z,t)$ vanishes on average; its second-order moment can be written as

$$\langle \delta B(z_a,t) \delta B(z_a,t') \rangle = S_{sp} \delta(t-t'), \quad (9.5.6)$$

where $z_a$ denotes the location of an amplifier and

$$S_{sp} = n_{sp} h\nu_0 (G-1) \quad (9.5.7)$$

is the spectral density of ASE noise assumed to be constant (white noise) by treating the ASE process as a Markovian stochastic process [9]. This is justified in view of the independent nature of each spontaneous-emission event. The angle brackets in Eq. (9.5.6) denote an ensemble average over all such events. In Eq. (9.5.7), $G$ represents the amplifier gain, $h\nu_0$ is the photon energy, and the spontaneous emission factor $n_{sp}$ is related to the noise figure $F_n$ of the amplifier as $F_n = 2n_{sp}$.

The moments of $\delta E_n$, $\delta q_n$, and $\delta \Omega_n$ are obtained by replacing $B$ in Eqs. (9.5.1) and (9.5.2) with $B + \delta B$ and linearizing in $\delta B$. For an arbitrary pulse shape, the second-order moments are given by [122]

$$\langle (\delta E)^2 \rangle = 2S_{sp} \int_{-\infty}^{\infty} |B|^2 dt, \quad \langle (\delta q)^2 \rangle = \frac{2S_{sp}}{E_0^2} \int_{-\infty}^{\infty} (t-q)^2 |B|^2 dt, \quad (9.5.8)$$

$$\langle (\delta \Omega)^2 \rangle = \frac{2S_{sp}}{E_0^2} \int_{-\infty}^{\infty} \left| \frac{\partial B}{\partial t} \right|^2 dt, \quad \langle \delta E \delta q \rangle = \frac{2S_{sp}}{E_0} \int_{-\infty}^{\infty} (t-q) |B|^2 dt, \quad (9.5.9)$$

$$\langle \delta E \delta \Omega \rangle = i \frac{S_{sp}}{E_0} \int_{-\infty}^{\infty} \left( v^* \frac{\partial v}{\partial t} - v \frac{\partial v^*}{\partial t} \right) dt, \quad \langle \delta \Omega \delta q \rangle = \frac{iS_{sp}}{2E_0} \int_{-\infty}^{\infty} (t-q) \left( v^* \frac{\partial v}{\partial t} - v \frac{\partial v^*}{\partial t} \right) dt, \quad (9.5.10)$$

where $V = B \exp(i\Omega)$. The integrals in these equations can be calculated if $B(z_a,t)$ is known at the amplifier location. The variances and correlations of fluctuations are
the same for all amplifiers because ASE in any two amplifiers is not correlated (the subscript \( n \) has been dropped for this reason).

The pulse shape depends on whether the GVD is constant along the entire link or is changing in a periodic manner through a dispersion map. In the case of DM solitons, the exact form of \( B(z_n, t) \) can only be obtained by solving Eq. (9.4.5) numerically. The use of Gaussian approximation for the pulse shape simplifies the analysis without introducing too much error because the pulse shape deviates from Gaussian only in the pulse wings (which contribute little to the integrals because of their low intensity levels). However, Eq. (9.4.6) should be modified as

\[
B(z, t) = a \exp\left[-(1 + iC)(t - q)^2/2T^2 - i\Omega(t - q) + i\phi\right] \quad (9.5.12)
\]

to include the frequency shift \( \Omega \) and the position shift \( q \) explicitly, both of which are zero in the absence of optical amplifiers. The six parameters \((a, C, T, q, \Omega, \text{and } \phi)\) vary with \( z \) in a periodic fashion. Using Eq. (9.5.12) in Eqs. (9.5.8)–(9.5.11), the variances and correlations of fluctuations are found to be

\[
\langle (\delta E)^2 \rangle = 2S_{sp}E_0, \quad \langle (\delta \Omega)^2 \rangle = (S_{sp}/E_0)[(1 + C_0^2)/T_0^2], \quad (9.5.13)
\]

\[
\langle (\delta q)^2 \rangle = (S_{sp}/E_0)T_0^2, \quad \langle \delta E \delta q \rangle = 0, \quad (9.5.14)
\]

\[
\langle \delta \Omega \delta q \rangle = (S_{sp}/E_0)C_0, \quad \langle \delta E \delta \Omega \rangle = (2\pi^{-1/2})S_{sp}C_0/T_0. \quad (9.5.15)
\]

The input pulse parameters appear in these equations because the pulse recovers its original form at each amplifier for DM solitons.

In the case of constant-dispersion fibers or DDFs, the soliton remains unchirped and maintains a “sech” shape. In this case, Eq. (9.5.12) should be replaced with

\[
B(z, t) = a \text{sech}\left[(t - q)/T\right] - i\Omega(t - q) + i\phi. \quad (9.5.16)
\]

Using Eq. (9.5.16) in Eqs. (9.5.8)–(9.5.11), the variances are given by

\[
\langle (\delta E)^2 \rangle = 2S_{sp}E_0, \quad \langle (\delta \Omega)^2 \rangle = \frac{2S_{sp}}{3E_0T_0^2}, \quad \langle (\delta q)^2 \rangle = \frac{\pi^2 S_{sp}}{6E_0T_0^2}, \quad (9.5.17)
\]

but all three cross-correlations are zero. The presence of chirp on the DM solitons is responsible for producing cross-correlations.

### 9.5.2 Energy and Frequency Fluctuations

Energy fluctuations induced by optical amplifiers degrade the optical SNR. To find the SNR, we integrate Eq. (9.5.3) between two neighboring amplifiers and obtain the recurrence relation

\[
E(z_n) = E(z_{n-1}) + \delta E_n, \quad (9.5.18)
\]

where \( E(z_n) \) denotes energy at the output of the \( n \)th amplifier. It is easy to solve this recurrence relation for a cascaded chain of \( N_a \) amplifiers to obtain

\[
E_f = E_0 + \sum_{n=1}^{N_a} \delta E_n, \quad (9.5.19)
\]
where $E_f$ is the output energy and $E_0$ is the input energy of the pulse. The energy variance is calculated using Eq. (9.5.13) with $\langle \delta E_n \rangle = S_{sp}$ and is given by

$$\sigma_E^2 = \langle E_f^2 \rangle - \langle E_f \rangle^2 = 2N_A S_{sp} E_0.$$  \hfill (9.5.20)

The optical SNR is obtained in a standard manner and is given by

$$\text{SNR} = \frac{E_0}{\sigma_E} = \frac{E_0}{2N_A S_{sp}}.$$  \hfill (9.5.21)

Two conclusions can be drawn from this equation. First, the SNR decreases as the number of in-line amplifiers increases because of the accumulation of ASE along the link. Second, even though Eq. (9.5.21) applies for both the standard and DM solitons, the SNR is improved for DM solitons because of their higher energies. In fact, the improvement factor is given by $C_{DM}$, where $C_{DM}$ is the energy enhancement factor associated with the DM solitons. As an example, the SNR is 14 dB after 100 amplifiers spaced 80-km apart for DM solitons with 0.1-pJ energy using $n_{sp} = 1.5$ and $\alpha = 0.2$ dB/km.

Frequency fluctuations induced by optical amplifiers are found by integrating Eq. (9.5.4) over one amplifier spacing, resulting in the recurrence relation

$$\Omega(z_n) = \Omega(z_{n-1}) + \delta\Omega_n,$$  \hfill (9.5.22)

where $\Omega(z_n)$ denotes frequency shift at the output of the $n$th amplifier. As before, the total frequency shift $\Omega_f$ for a cascaded chain of $N_A$ amplifiers is given by $\Omega_f = \sum_{n=1}^{N_A} \delta\Omega_n$, where the initial frequency shift at $z = 0$ is taken to be zero because the soliton frequency equals the carrier frequency at the input end.

The variance of frequency fluctuations can be calculated using

$$\sigma_{\Omega}^2 \equiv \langle \Omega_f^2 \rangle - \langle \Omega_f \rangle^2 = \sum_{n=1}^{N_A} \sum_{m=1}^{N_A} \langle \delta\Omega_n \delta\Omega_m \rangle,$$  \hfill (9.5.23)

where we used $\langle \Omega_f \rangle = 0$. The average in this equation can be performed by noting that frequency fluctuations at two different amplifiers are not correlated. Using $\langle \delta\Omega_n \delta\Omega_m \rangle = \langle \delta\Omega_n \rangle \langle \delta\Omega_m \rangle$ and with Eq. (9.5.13) and performing the double sum in Eq. (9.5.23), the frequency variance for DM solitons is given by

$$\sigma_{\Omega}^2 = N_A (S_{sp}/E_0) [(1 + C_{sp}^2)/T_0^2] = N_A S_{sp}/(E_0 T_m^2),$$  \hfill (9.5.24)

where $T_m$ is the minimum pulse width within the dispersion map at the location where the pulse is transform-limited (no chirp). The variance increases linearly with the number of amplifiers. It also depends on the width $T_0$ and $C_0$ of the input pulse. However, the chirp parameter can be eliminated if $\sigma_{\Omega}^2$ is written in terms of the minimum pulse width. In practice, $T_m$ is also the width of the pulse at the optical transmitter before it is prechirped.

In the case of standard solitons, we should use Eq. (9.5.17) while performing the average in Eq. (9.5.23). The variance of frequency fluctuations in this case becomes

$$\sigma_{\Omega}^2 = N_A S_{sp}/(3E_0 T_0^2).$$  \hfill (9.5.25)
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Notice that $T_0$ is also equal to $T_m$ for standard solitons which remain unchirped during propagation and maintain their width all along the fiber. At first site, it appears that DM solitons have a variance larger by a factor of 3 compared with the standard solitons. However, this is not the case if we recall that the input pulse energy $E_0$ is enhanced for DM solitons by a factor typically exceeding 3. As a result, the variance of frequency fluctuations is expected to be smaller for DM solitons.

Frequency fluctuations do not affect a soliton system directly unless a coherent detection scheme with frequency or phase modulation is employed (see Chapter 10). Nevertheless, they play a significant indirect role by inducing timing jitter such that the pulse in each 1 bit shifts from the center of its assigned bit slot in a random fashion. We turn to this issue next.

9.5.3 Timing Jitter

If optical amplifiers compensate for fiber losses, one may ask what limits the total transmission distance of a soliton link. The answer is provided by the timing jitter induced by optical amplifiers [115]–[125]. The origin of timing jitter can be understood by noting that a change in the soliton frequency by $\Omega$ affects the group velocity or the speed at which the pulse propagates through the fiber. If $\Omega$ fluctuates because of amplifier noise, soliton transit time through the fiber link also becomes random.

To calculate the variance of pulse-position fluctuations, we integrate Eq. (9.5.5) over the fiber section between two amplifiers and obtain the recurrence relation

$$q(z_n) = q(z_{n-1}) + \Omega(z_{n-1}) \int_{z_{n-1}}^{z_n} \beta_2(z) dz + \delta q_n,$$  \hspace{1cm} (9.5.26)

where $q(z_n)$ denotes the position at the output of the $n$th amplifier. This equation shows that the pulse position changes between any two amplifiers for two reasons. First, the cumulative frequency shift $\Omega(z_{n-1})$ produces a temporal shift if the GVD is not zero because of changes in the group velocity. Second, the $n$th amplifier shifts the position randomly by $\delta q_n$. It is easy to solve this recurrence relation for a cascaded chain of $N_A$ amplifiers to obtain the final position in the form

$$q_f = \sum_{n=1}^{N_A} \delta q_n + \bar{\beta}_2 L_A \sum_{n=1}^{N_A} \sum_{i=1}^{n-1} \delta \Omega_i,$$  \hspace{1cm} (9.5.27)

where $\bar{\beta}_2$ is the average value of the GVD and the double sum stems from the cumulative frequency shift appearing in Eq. (9.5.26).

Timing jitter is calculated from this equation using $\sigma_f^2 = \langle q_f^2 \rangle - \langle q_f \rangle^2$ together with $\langle q_f \rangle = 0$. As before, the average can be performed by noting that fluctuations at two different amplifiers are not correlated. However, the timing jitter depends not only on the variances of position and frequency fluctuations but also on the cross-correlation function $\langle \delta q \delta \Omega \rangle$ at the same amplifier. The result can be written as

$$\sigma_f^2 = \sum_{n=1}^{N_A} \langle (\delta q)^2 \rangle + \bar{\beta}_2 L_A \sum_{n=1}^{N_A} (n-1) \langle \delta q \delta \Omega \rangle + (\bar{\beta}_2 L_A)^2 \sum_{n=1}^{N_A} (n-1)^2 \langle (\delta \Omega)^2 \rangle.$$  \hspace{1cm} (9.5.28)
Using Eqs. (9.5.13)–(9.5.15) in this equation and performing the sums, the timing jitter of DM solitons is given by [124]

\[ \sigma_t^2 = \frac{Sp^2T_m^2}{E_0} [N_A(1 + C_0^2) + N_A(N_A - 1)C_0d + \frac{1}{6}N_A(N_A - 1)(2N_A - 1)d^2], \]  

(9.5.29)

where the normalized parameter \( d \) is related to the accumulated dispersion over one amplifier spacing as

\[ d = \frac{1}{T_m^2} \int_0^{L_A} \beta_2(z) dz = \frac{\bar{\beta}_2 L_A}{T_m^2}. \]  

(9.5.30)

The three terms in Eq. (9.5.29) have the following origins. The first term inside the square brackets results from direct position fluctuations of a soliton within each amplifier. The second term is related to the cross-correlation between frequency and position fluctuations because both are produced by the same ASE noise. The third term is solely due to frequency fluctuations. For a long chain of cascaded amplifiers \((N_A \gg 1)\), the jitter is dominated by the last term in Eq. (9.5.30) because of its \( N_A^3 \) dependence and is approximately given by

\[ \frac{\sigma_t^2}{T_m^2} \approx \frac{Sp^2}{3E_0} N_A^3 d^2 = \frac{Sp^2 L_T^3}{3E_0 L_D L_A}, \]  

(9.5.31)

where Eq. (9.5.30) was used together with \( L_D = T_m^2/|\bar{\beta}_2| \) and \( N_A = L_T/L_A \) for a lightwave system with the total transmission distance \( L_T \).

Because of the cubic dependence of \( \sigma_t^2 \) on the system length \( L_T \), the timing jitter can become an appreciable fraction of the bit slot for long-haul systems, especially at bit rates exceeding 10 Gb/s for which the bit slot is shorter than 100 ps. Such jitter would lead to large power penalties if left uncontrolled. As discussed in Section 6.5.2, jitter should be less than 10% of the bit slot in practice. Figure 9.17 shows how timing jitter increases with \( L_T \) for a 40-Gb/s DM soliton system designed using a dispersion map consisting of 10.5 km of anomalous-GVD fiber and 9.7 km of normal-GVD fiber.
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[\(D = \pm 4 \text{ ps/(km-nm)}\)]. Optical amplifiers with \(n_{sp} = 1.3\) (noise figure 4.1 dB) are placed every 80.8 km (4 map periods) along the fiber link for compensating 0.2-dB/km losses. Variational equations were used to find the input pulse parameters for which the soliton recovers periodically after each map period: \(T_0 = 6.87\) ps, \(C_0 = 0.56\), and \(E_0 = 0.402\) pJ. The nonlinear parameter \(\gamma\) was 1.7 W\(^{-1}\)km.

An important question is whether the use of dispersion management is helpful or harmful from the standpoint of timing jitter. The timing jitter for standard solitons can be found in a closed form by using Eq. (9.5.17) in Eq. (9.5.28) and is given by

\[
\sigma_T^2 = \frac{S_{sp}T_0^2}{3E_s} \left[N_A + \frac{1}{6}N_A(N_A - 1)(2N_A - 1)d^2\right],
\]

(9.5.32)

where we have used \(E_s\) for the input soliton energy to emphasize that it is different from the DM soliton energy \(E_0\) used in Eq. (9.5.29). For a fair comparison of the DM and standard solitons, we consider an identical soliton system except that the dispersion map is replaced by a single fiber whose GVD is constant and equal to the average value \(\bar{\beta}_2\). The soliton energy \(E_s\) can be found by using Eq. (9.2.3) in Eq. (9.2.5) and is given by

\[
E_s = \frac{2f_{LM}L_A}{\gamma_0 L_D^2/(\gamma_0 L_A^2)},
\]

(9.5.33)

where the factor \(f_{LM}\) is the enhancement factor resulting from loss management \((f_{LM} \approx 3.8\) for a 16-dB gain). The dashed line in Fig. 9.17 shows the timing jitter using Eqs. (9.5.32) and (9.5.33). A comparison of the two curves shows that the jitter is considerably smaller for DM solitons. The physical reason behind the jitter reduction is related to the enhanced energy of the DM solitons. In fact, the energy ratio \(E_0/E_s\) equals the energy enhancement factor \(f_{DM}\) introduced earlier in Eq. (9.4.14). From a practical standpoint, reduced jitter of DM solitons permits much longer transmission distances as evident from Fig. 9.17. Note that Eq. (9.5.32) also applies for DDFs because the GVD variations along the fiber can be included through the parameter \(d\) as defined in Eq. (9.5.30).

For long-haul soliton systems, the number of amplifiers is large enough that the \(N_A^3\) term dominates in Eq. (9.5.32), and the timing jitter for standard solitons is approximately given by [116]

\[
\sigma_T^2 = \frac{S_{sp}L_A^3}{9E_sL_D^2/(\gamma_0 L_A^2)}.
\]

(9.5.34)

Comparing Eqs. (9.5.31) and (9.5.34), one can conclude that the timing jitter is reduced by a factor of \((f_{DM}/3)^{1/2}\) when DM solitons are used. The factor of 3 has its origin in the nearly Gaussian shape of the DM solitons.

To find a simple design rule, we can use Eq. (9.5.34) with the condition \(\sigma_T < b_j/B\), where \(b_j\) is the fraction of the bit slot by which a soliton can move without affecting the system performance adversely. Using \(B = (2\gamma_0 L_0)^{-1}\) and \(E_s\) from Eq. (9.5.33), the bit rate–distance product \(BL_T\) for standard solitons is found to be limited by

\[
BL_T < \left(\frac{9b_j^2 f_{LM}L_A}{S_{sp}L_0^2/\gamma_0^2\bar{\beta}_2^2}\right)^{1/3}.
\]

(9.5.35)
For DM solitons the energy enhancement factor \( f_{\text{LM}} \) is replaced by \( f_{\text{LM}}/\text{DM}/3 \). The tolerable value of \( b_j \) depends on the acceptable BER and on details of the receiver design; typically, \( b_j < 0.1 \). To see how amplifier noise limits the total transmission distance, consider a standard soliton system operating close to the zero-dispersion wavelength with parameter values \( q_0 = 5, \alpha = 0.2 \text{ dB/km}, \gamma = 2 \text{ W}^{-1}/\text{km}, \beta_2 = -1 \text{ ps/(km-nm)}, \)
\( n_{\text{sp}} = 1.5, L_A = 80 \text{ km}, \) and \( b_j = 0.1 \). Using \( G = 16 \text{ dB} \), we find \( f_{\text{LM}} = 3.78 \) and \( S_{\text{th}} = 6.46 \times 10^{-6} \). With these values, \( B_{\text{LT}} \) must be below 132 (Tb/s)-km. For a 40-Gb/s system, the transmission distance is limited to below 3300 km. This value can be increased to above 10,000 km for DM solitons.

### 9.5.4 Control of Timing Jitter

As the timing jitter ultimately limits the performance of soliton systems, it is essential to find a solution to the timing-jitter problem before the use of solitons can become practical. Several techniques were developed during the 1990s for controlling the timing jitter [126]–[146]. This section is devoted to a brief discussion of them.

The use of optical filters for controlling the timing jitter of solitons was proposed as early as 1991 [126]–[128]. This approach makes use of the fact that the ASE occurs over the entire amplifier bandwidth but the soliton spectrum occupies only a small fraction of it. The bandwidth of optical filters is chosen such that the soliton bit stream passes through the filter but most of the ASE is blocked. If an optical filter is placed after each amplifier, it improves the SNR because of the reduced ASE and also reduces the timing jitter simultaneously. This was indeed found to be the case in a 1991 experiment [127] but the reduction in timing jitter was less than 50%.

The filter technique can be improved dramatically by allowing the center frequency of the successive optical filters to slide slowly along the link. Such sliding-frequency filters avoid the accumulation of ASE within the filter bandwidth and, at the same time, reduce the growth of timing jitter [129]. The physical mechanism behind the operation of such filters can be understood as follows. As the filter passband shifts, solitons shift their spectrum as well to minimize filter-induced losses. In contrast, the spectrum of ASE cannot change. The net result is that the ASE noise accumulated over a few amplifiers is filtered out later when the soliton spectrum has shifted by more than its own bandwidth.

The moment method can be extended to include the effects of optical filters by noting that each filter modifies the soliton field such that

\[
B_f(z_f,t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H_f(\omega - \omega_f) \hat{B}(z_f,\omega) e^{-i\omega t} d\omega,
\]  

(9.5.36)

where \( \hat{B}(z_f,\omega) \) is the pulse spectrum and \( H_f \) is the transfer function of the optical filter located at \( z_f \). The filter passband is shifted by \( \omega_f \) from the soliton carrier frequency. If we approximate the filter spectrum by a parabola over the soliton spectrum and use \( H_f(\omega - \omega_f) = 1 - b(\omega - \omega_f)^2 \), it is easy to see that the filter introduces an additional loss for the soliton that should be compensated by increasing the gain of optical amplifiers. The analysis of timing jitter shows that sliding-frequency filters reduce jitter considerably for both the standard and DM solitons [142].
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Figure 9.18 shows the predicted reduction in the timing jitter for standard solitons. The bit-rate dependence is due to the acoustic jitter (discussed later); the $B = 0$ curves show the contribution of the Gordon–Haus jitter alone. Optical filters help in reducing both types of timing jitter and permit transmission of 10-Gb/s solitons over more than 20 Mm. In the absence of filters, timing jitter becomes so large that a 10-Gb/s soliton system cannot be operated beyond 8000 km. The inset in Fig. 9.18 shows a Gaussian fit to the timing jitter of 10-Gb/s solitons at a distance of 10 Mm calculated by solving the NLS equation numerically after including the effects of both the ASE and sliding-frequency filters [129]. The timing-jitter distribution is approximately Gaussian with a standard deviation of about 1.76 ps. In the absence of filters, the jitter exceeds 10 ps under the same conditions.

Optical filters benefit a soliton system in many other ways. Their use reduces interaction between neighboring solitons [130]. The physical mechanism behind the reduced interaction is related to the change in the soliton phase at each filter. A rapid variation of the relative phase between neighboring solitons, occurring as a result of filtering, averages out the soliton interaction by alternating the nature of the interaction force from attractive to repulsive. Optical filters also help in reducing the accumulation of dispersive waves [131]. The reason is easy to understand. As the soliton spectrum shifts with the filters, dispersive waves produced at earlier stages are blocked by filters together with the ASE.

Solitons can also be controlled in the time domain using the technique of synchronous amplitude modulation, implemented in practice using a LiNbO$_3$ modulator [132]. The technique works by introducing additional losses for those solitons that have shifted from their original position (center of the bit slot). The modulator forces solitons to move toward its transmission peak where the loss is minimum. Mathemati-
cally, the action of modulator is to change the soliton amplitude as

$$B(z_m, t) \rightarrow T_m(t - t_m)B(z_m, t), \quad (9.5.37)$$

where $T_m(T)$ is the transmission coefficient of the modulator located at $\xi = \xi_m$. The moment method or perturbation theory can be used to show that timing jitter is reduced considerably by modulators.

The synchronous modulation technique can also be implemented by using a phase modulator [133]. One can understand the effect of periodic phase modulation by recalling that a frequency shift, $\delta \omega = -d\phi(t)/dt$, is associated with any phase variation $\phi(t)$. Since a change in soliton frequency is equivalent to a change in the group velocity, phase modulation induces a temporal displacement. Synchronous phase modulation is implemented in such a way that the soliton experiences a frequency shift only if it moves away from the center of the bit slot, which confines it to its original position despite the timing jitter induced by ASE and other sources. Intensity and phase modulations can be combined together to further improve the system performance [134].

Synchronous modulation can be combined with optical filters to control solitons simultaneously in both the time and frequency domains. In fact, this combination permits arbitrarily long transmission distances [135]. The use of intensity modulators also permits a relatively large amplifier spacing by reducing the impact of dispersive waves. This property of modulators was exploited in 1995 to transmit a 20-Gb/s soliton train over 150,000 km with an amplifier spacing of 108 km [136]. Synchronous modulators also help in reducing the soliton interaction and in clamping the level of amplifier noise. The main drawback of modulators is that they require a clock signal that is synchronized with the original bit stream.

A relatively simple approach uses postcompensation of accumulated dispersion for reducing the timing jitter [137]. The basic idea can be understood from Eq. (9.5.29) or Eq. (9.5.32) obtained for the timing jitter of DM and standard solitons, respectively. The cubic term that dominates the jitter at long distances depends on the accumulated dispersion through the parameter $d$ defined in Eq. (9.5.30). If a fiber is added at the end of the fiber link such that it reduces the accumulated GVD, it should help in reducing the jitter. It is easy to include the contribution of the postcompensation fiber to the timing jitter using the moment method. In the case of DM solitons, the jitter variance at the end of a postcompensation fiber of length $L_c$ and GVD $\beta_2$, is given by [124]

$$\sigma^2 = \sigma^2 + (S_{\phi}T^2_m/E_0)[2N_A\delta dN_A + N_A(N_A - 1)d^2c + N_A d^2], \quad (9.5.38)$$

where $\sigma^2$ is given by Eq. (9.5.29) and $d_c = \beta_2 L_c/T^2_m$. If we define $y = -d_c/(N_A d)$ as the fraction by which the accumulated dispersion $N_A d$ is compensated and retain only the dominant cubic terms in Eq. (9.5.38), this equation can be written as

$$\sigma^2 = N_A^2 d^2 T^2_m S_{\phi} E_0 \left( \frac{1}{3} - y + y^2 \right). \quad (9.5.39)$$

The minimum value occurs for $y = 0.5$ for which $\sigma^2$ is reduced by a factor of 4. Thus, timing jitter of solitons can be reduced by a factor of 2 by postcompensating the accumulated dispersion by 50%. The same conclusion holds for standard solitons [137].
Several other techniques can be used for controlling the timing jitter. One approach consists of inserting a fast saturable absorber periodically along the fiber link. Such a device absorbs low-intensity light such as ASE and dispersive waves but leaves the solitons intact by becoming transparent at high intensities. To be effective, it should respond at a time scale shorter than the soliton width. It is difficult to find an absorber that can respond at such short time scales. A nonlinear optical-loop mirror (see Section 8.4) can act as a fast saturable absorber and reduces the timing jitter of solitons while also stabilizing their amplitude [138]. Re-timing of a soliton train can also be accomplished by taking advantage of cross-phase modulation [139]. The technique overlaps the soliton data stream and another pulse train composed of only 1 bits (an optical clock) inside a fiber where cross-phase modulation (XPM) induces a nonlinear phase shift on each soliton in the signal bit stream. Such a phase modulation translates into a net frequency shift only when the soliton does not lie in the middle of the bit slot. Similar to the case of synchronous phase modulation, the direction of the frequency shift is such that the soliton is confined to the center of the bit slot. Other nonlinear effects such as stimulated Raman scattering [140] and four-wave mixing (FWM) can also be exploited for controlling the soliton parameters [141]. The technique of distributed amplification also helps in reducing the timing jitter. As an example, if solitons are amplified using distributed Raman amplification, timing jitter can be reduced by about a factor of 2 [125].

9.6 High-Speed Soliton Systems

As seen in Section 8.4, the optical time-division multiplexing (OTDM) technique can be used to increase the single-channel bit rate to beyond 10 Gb/s. As early as 1993, the bit rate of a soliton-based system was extended to 80 Gb/s with this method [147]. The major limitation of such systems stems from nonlinear interaction between two neighboring solitons. This problem is often solved by using a variant of polarization multiplexing in which neighboring bit slots carry orthogonally polarized pulses. The 80-Gb/s signal could be transmitted over 80 km with this technique. The same technique was later used to extend the bit rate to 160 Gb/s [148]. At such high bit rates, the bit slot is so small that the soliton width is typically reduced to below 5 ps, and several higher-order nonlinear and dispersive effects should be considered. This section is devoted to such issues.

9.6.1 System Design Issues

Both fiber losses and dispersion need to be managed properly in soliton systems designed to operate at high bit rates. The main design issues are related to the choice of a dispersion map and the relationship between the map period $L_{\text{map}}$ and amplifier spacing $L_A$. As discussed in Section 9.4.2, the parameter $T_{\text{map}}$ given in Eq. (9.4.11) sets the scale for the shortest pulse that can be propagated in a periodic fashion. Thus, the important design parameters are the local GVD and the length of various fiber sections used to form the dispersion map.
In the case of terrestrial systems operating over standard fibers and dispersion-managed using DCFs, $|\beta_2|$ exceeds 20 ps$^2$/km in both sections of the dispersion map. Consider, as an example, the typical situation in which the map consists of 60–70 km of standard fiber whose dispersion is compensated with 10–15 km of DCFs. The parameter $T_{\text{map}}$ exceeds 25 ps for such maps. At the same time, the map strength is large enough that the pulse width oscillates over a wide range. These features make it difficult to realize a bit rate of even 40 Gb/s although such a map permitted by 1997 transmission of four 20-Gb/s channels over 2000 km [149]. Numerical simulations show the possibility of transmitting 40-Gb/s DM solitons over 2000 km of standard fiber if the average GVD of the dispersion map is kept relatively low [150]. In a 1999 experiment, 40-Gb/s DM solitons were indeed transmitted over standard fibers but the distance was limited to only 1160 km [151]. Interaction between solitons was the most limiting factor in this experiment. By 2000, the use of highly nonlinear fibers together with synchronous in-line modulation permitted transmission of 40-Gb/s solitons over transoceanic distance [152].

To design high-speed soliton systems operating at 40 Gb/s or more, the $T_{\text{map}}$ parameter should be reduced to below 10 ps. If only a single-channel is transmitted, one can use fibers with values of local GVD below 1 ps$^2$/km. However, in the case of WDM systems the GVD parameter should be relatively large ($|\beta_2| > 4$ ps$^2$/km) in both the normal and anomalous-GVD fiber sections for suppressing the nonlinear effects such as cross-phase modulation (XPM) and four-wave mixing (FWM). It follows from Eq. (9.4.11) that the map period should become smaller and smaller as the bit rate increases. For example, when $|\beta_2| = 5$ ps$^2$/km in the two sections, the map period should be less than 15 km for realizing $T_{\text{map}} < 6$ ps. Such a map is suitable at bit rates of 40 Gb/s with only 25-ps bit slot. As an example, Fig. 9.19 shows the evolution of a DM soliton with the map used earlier for Figs. 9.15 and 9.16; the pulse parameters correspond to those of Fig. 9.16(b). The system design employs 8 map periods per 80-km amplifier spacing. Pulses at each amplifier maintain their shape even after 10 Mm even though pulse width and chirp oscillate within each map period as seen in Fig. 9.16(b).

The map used for Fig. 9.19 is suitable for 40-Gb/s systems but would not work at a bit rate of 100 Gb/s. A 100-Gb/s system has a bit period of only 10 ps and would require a dispersion map with $T_{\text{map}} < 4$ ps. Such systems require the use of dense or short-period dispersion management, a scheme in which the map period is a small fraction of the amplifier spacing [153]–[158]. Numerical simulation show the possibility of transmission at bit rates as high as 320 Gb/s [157] if the map period is reduced to below 1 km. Such fiber links may be hard to construct although a short-period DM cable with the map period of 9 km has been made [159]. In this cable, the dispersion map consisted of two 4.5-km fiber sections with GVD values of 17 and $-15$ ps/(km-nm), resulting in an average dispersion of 1 ps/(km-nm). It was used to demonstrate 640-Gb/s WDM transmission (32 channels at 20 Gb/s) over 280 km. The parameter $T_{\text{map}}$ is about 6 ps for this dispersion map and can be reduced further by decreasing the local and the average GVD. In principle, such a fiber cable should be able to operate at 40 Gb/s per channel.

If a lightwave system is designed to support a single channel only, the dispersion map can be made using low-GVD fibers. For example, when $|\beta_2| = \pm 0.5$ ps$^2$/km and section lengths are nearly equal to 40 km, $T_{\text{map}} \approx 3.2$ ps. Such a soliton system can op-
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Figure 9.19: Evolution of a DM soliton over 8000 km with dense dispersion management (8 map periods per amplifier spacing). The map and pulse parameters correspond to those of Fig. 9.16(b).

crate at 40 Gb/s if the average GVD is kept low. In a 1998 experiment, 40-Gb/s solitons were indeed transmitted over 8600 km using a 140-km-long fiber loop with an average dispersion of only $-0.03$ ps$^2$/km [160]. Interaction between solitons was the most limiting factor in this experiment. As discussed later in this section, it can be reduced by alternating the polarization of neighboring bits. Indeed, the use of this technique permitted by 1999 the transmission of 40-Gb/s solitons over more than 10 Mm without employing any jitter-control technique [161]. The use of synchronous modulation allowed transmission of even 80-Gb/s solitons over 10 Mm [162]. Much higher capacities can be realized using the combination of WDM and OTDM techniques [163]. In a 2000 experiment, a single OTDM channel at a bit rate of 1.28 Tbs/s was transmitted over 70 km using 380-fs optical pulses [164]. The transmission distance of such systems is limited by fiber dispersion; it was necessary to compensate for dispersion up to fourth order.

9.6.2 Soliton Interaction

The interaction among neighboring pulses becomes a critical issue as the bit rate increases. The reason is that the bit slot becomes so small (only 10 ps at 100 Gb/s) that one is often forced to pack the solitons closely. The interaction between two DM solitons can be studied numerically or by using a variational technique [165]–[170]. The qualitative features are similar to those discussed in Section 9.2.2 for the standard solitons. In general, the parameter $q_0$, related to the bit rate as $B = (2q_0T_0)^{-1}$, should exceed 4 for the system to work properly.

A new feature of the interaction among DM solitons is that the collision length depends on details of the dispersion map. As a result, soliton systems can be optimized by choosing the pulse and the map parameters appropriately. Numerical simulations show that the system performance is optimum when the map strength is chosen to
be around 1.6 [165]. This value corresponds to a pulse energy in the vicinity of the minimum seen in Fig. 9.15. As an example, Fig. 9.20 shows propagation of a pulse train consisting of a 32-bit pattern over 8000 km for $E_0 = 0.1$ pJ (top panel) and its optimum value (bottom panel). The periodic evolution of the chirp and pulse width in these two cases is shown in Fig. 9.16. When the pulse energy is larger than the optimum value (higher map strength), solitons begin to collide after 3000 km. In contrast, solitons can propagate more than 8000 km before colliding when the pulse parameters are suitably optimized.

A new multiplexing technique, called intrachannel polarization multiplexing, can be used to reduce interaction among solitons. This technique is different from the conventional polarization-division multiplexing in which two neighboring channels at different wavelengths are made orthogonally polarized. In the case of intrachannel polarization multiplexing, the bits of a single-wavelength channel are interleaved in such a way that any two neighboring bits are orthogonally polarized. The technique was used for solitons as early as 1992 and has been studied extensively since then [171]–[179].

Figure 9.21 shows the basic idea behind polarization multiplexing schematically. At first glance, such a scheme should not work unless polarization-maintaining fibers...
are used since the polarization state of light changes randomly because of birefringence fluctuations resulting in polarization-mode dispersion (PMD). It turns out that even though the polarization states of the bit train does change in an unpredictable manner, the orthogonal nature of any two neighboring bits is nearly preserved. Because of this orthogonality, the interaction among solitons is much weaker compared with the copolarized-solitons case. Figure 9.21 shows how the reduced interaction lowers the bit-error rate (BER) and increases the transmission distance of a 40-Gb/s soliton system.

The use of polarization multiplexing helps to increase the bit rate as solitons can be packed more tightly because of reduced interaction among them [172]. Its implementation is not difficult in practice when the OTDM technique is used. It requires the generation of two bit streams using orthogonally polarized optical carriers and then interleave them using an optical delay line (see Section 8.4). A polarizing beam splitter can be used in combination with a polarization controller to demultiplex the two orthogonally polarized channels at the receiver end.

An important factor limiting the performance of polarization-multiplexed soliton systems is the PMD induced by random changes in the fiber birefringence [177]. In fact, PMD seriously limits the use of this technique for nonsoliton systems through pulse depolarization (different parts of the pulse have different polarizations). The situation is different for solitons which are known to be much more robust to the PMD effects [180]. The natural tendency of a soliton to preserve its integrity under various perturbations also holds for perturbations affecting its state of polarization. Unlike linear pulses, the state of polarization remains constant across the entire soliton (no depolarization across the pulse), and the effect of PMD is to induce a small change in the state of polarization of the entire soliton (a manifestation of its particle-like nature). Such resistance of solitons to PMD, however, breaks down for large amounts of PMD. The breakdown occurs for $D_p > 0.3D^{1/2}$ [181], where $D_p$ is the PMD parameter introduced in Section 2.3.5 and expressed in ps/$\sqrt{\text{km}}$ and $D$ is the dispersion parameter in units of ps/(nm-km). Since typically $D_p < 0.1$ ps/$\sqrt{\text{km}}$ for high-quality optical fibers, $D$ must exceed 0.06 ps/(nm-km). In the case of DM solitons, $D$ corresponds to the average GVD of the link.
An extension of the polarization-multiplexing technique, called polarization-multi-
level coding, has also been suggested [175]. In this technique, the information coded in
each bit is contained in the angle that the soliton state of polarization makes with one
of the principal birefringence axes. This technique is also limited by random variations
of fiber birefringence and by randomization of the polarization angle by the amplifier
noise and has not yet been implemented because of its complexity.

9.6.3 Impact of Higher-Order Effects

Higher-order effects such as TOD and intrapulse Raman scattering become quite im-
portant at high bit rates and must be accounted for a correct description of DM solitons
[182]–[185]. These effects can be included by adding two new terms to the standard
NLS equation as was done in Eq. (9.3.16) in the context of distributed amplification of
standard solitons. In the case of DM solitons, the Raman and TOD terms are added to
Eq. (9.4.5) to obtain the following generalized NLS equation:

$$
i\frac{\partial B}{\partial z} - \frac{\beta_2(z)}{2} \frac{\partial^2 B}{\partial t^2} + \gamma p(z)|B|^2 B = \frac{i\beta_2}{6} \frac{\partial^3 B}{\partial t^3} + T_R \gamma p(z)|B|^2 \frac{\partial |B|^2}{\partial t} ,$$

(9.6.1)

where $T_R$ is the Raman parameter with a typical value of 3 fs [10]. The effective non-
linear parameter $\gamma p$ is $z$ dependent because of variations in the soliton energy along
the fiber link. The Raman term leads to the Raman-induced frequency shift known as
the SSFS. This shift is negligible for 10-Gb/s systems but becomes increasingly im-
portant as the bit rate increases to 40 Gb/s and beyond. The TOD term also becomes
important at high bit rates, especially when the average GVD of the fiber link is close
to zero.

To understand the impact of TOD and SSFS on solitons, we use the moment method
of Section 9.5 and assume that the last two terms in Eq. (9.6.1) are small enough that
the pulse shape remains approximately Gaussian. Using Eq. (9.6.1) in Eqs. (9.5.1) and
(9.5.2), the frequency shift $\Omega$, and soliton position $q$ are found to evolve with $z$

$$\frac{d\Omega}{dz} = \frac{\gamma p T_R}{E} \int_{-\infty}^{\infty} \left( \frac{\partial |B|^2}{\partial t} \right)^2 dt + \sum_n 8\Omega_n \delta(z - z_n),
$$

(9.6.2)

$$\frac{dq}{dz} = \beta_3 \Omega + \beta_1 \frac{\partial |B|^2}{|B|^2} \int_{-\infty}^{\infty} \left( \frac{\partial |B|^2}{\partial t} \right)^2 dt + \sum_n 8q_n \delta(z - z_n),
$$

(9.6.3)

where the last term accounts for fluctuations induced by the amplifier noise. These
equations show that the Raman term in Eq. (9.6.1) leads to a frequency shift while the
TOD term produces a shift in the soliton position.

Consider the case of standard loss-managed solitons. If we ignore the noise terms
and integrate Eqs. (9.6.2) and (9.6.3) after using $B(z,t)$ from Eq. (9.5.16), the Raman-
induced frequency shift $\Omega$ and the soliton position $q$ are found to evolve along the fiber
length as

$$\Omega(z) = \frac{4\gamma T_R E}{15 T_0^3} \int_{0}^{z} p(z) dz = -\frac{8f_{LM}[\beta_2]}{15 T_0^3} \int_{0}^{z} p(z) dz ,$$

(9.6.4)

$$q(z) = \beta_2 \int_{0}^{z} \Omega(z) dz + \beta_2 \frac{z}{18 T_0^2} + \beta_3 \int_{0}^{z} \Omega^2 dz ,
$$

(9.6.5)
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where Eq. (9.5.33) was used for the input soliton energy. The frequency shift grows linearly with $z$ in the case of perfect distributed amplification ($p = 1$) but follows energy variations in the case of lumped amplification. In both cases, its magnitude scales with pulse width as $T_0^{-1}$. It is this feature that makes the SSFS increasingly more important as the bit rate increases. The soliton position $q$ is affected by both the Raman-induced frequency shift and the TOD parameter $\beta_3$. This shift is deterministic in nature, in contrast with the position shift induced by amplifier-induced frequency fluctuations. The dominant contribution to $q$ in Eq. (9.6.5) comes from the $\beta_2$ term.

One can understand the origin of changes in the soliton position by noting that the Raman-induced frequency shift in the carrier frequency toward longer wavelengths slows down a pulse propagating in the anomalous-GVD regime of the fiber. Figure 9.22 shows such a slowing down of a standard soliton ($N = 1$) by solving Eq. (9.6.1) numerically with $\beta_3 = 0$ and $T_R/T_0 = 0.05$. By the time the soliton has propagated over 10 dispersion lengths, it has been delayed by a significant fraction of its own width. A delay in the arrival time of a soliton is not of much concern when all bits are delayed by the same amount. However, the pulse energy and width fluctuate from bit to bit because of fluctuations induced by the amplifier noise. Such fluctuations are converted into timing jitter by the SSFS. The Raman-induced timing jitter is discussed later in this section.

How is the Raman-induced frequency shift affected by dispersion management? The width of DM solitons is not constant but oscillates in a periodic manner. Since the SSFS depends on the pulse width, it is clear that it will also vary significantly within each map period. The highest frequency shift occurs in the central region of each section where the pulse is nearly unchirped and the width is shortest. The total frequency shift will be less for DM solitons compared with the standard solitons for which the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.22.png}
\caption{Pulse envelopes at distances $\xi = z/L_D = 0, 5, \text{and} 10$ showing the delay of a soliton because of the Raman-induced-frequency shift.}
\end{figure}
pulse remains unchirped throughout the link. Moreover, the SSFS will depend on the map strength and will be lower for stronger maps [182].

The effects of TOD on DM solitons is apparent from Eq. (9.6.5). The second term in this equation shows that the TOD produces a shift in the soliton position even in the absence of the Raman term ($T_R = 0$). The shift increases linearly with distance as $(\beta_3/18T^2_0)z$ and is negligible until $T_0$ becomes much shorter than 10 ps. As an example, the temporal shift is 5 fs/km for $T_0 = 1$ ps and $\beta_3 = 0.09$ ps$^2$/km and becomes comparable to the pulse width after 200 km of propagation. The shift increases in the presence of SSFS as apparent from the last term in Eq. (9.6.5). This shift is relatively small as it requires the presence of both the SSFS and TOD and can be neglected in most cases of practical interest. The TOD also distorts the DM soliton and generates dispersive waves [184]. Under certain conditions, a DM soliton can propagate over long distances after some energy has been shed in the form of dispersive waves [183].

Numerical simulations based on Eq. (9.6.1) show that 80-Gb/s solitons can propagate stably over 9000 km in the presence of higher-order effects if (i) TOD is compensated within the map, (ii) optical filters are used to reduce soliton interaction, timing jitter, and the Raman-induced frequency shift, and (iii) the map period $L_{\text{map}}$ is reduced to a fraction of amplifier spacing [153]. The bit rate can even be increased to 160 Gb/s by controlling the GVD slope and PMD, but the distance is limited to about 2000 km [155]. These results show that soliton systems operating at 160 Gb/s are possible if their performance is not limited by timing jitter. We turn to this issue next.

### 9.6.4 Timing Jitter

Timing jitter discussed earlier in Section 9.5.4 increases considerably at higher bit rates because of the use of shorter optical pulses. Both the Raman effect and TOD lead to additional jitter that increases rapidly with the bit rate [186]–[189]. Moreover, several other mechanisms begin to contribute to the timing jitter. In this section we consider these additional sources of timing jitter.

#### Raman Jitter

The Raman jitter is a new source of timing jitter that dominates at high bit rates requiring short optical pulses ($T_0 < 5$ ps). Its origin can be understood as follows [187]. The Raman-induced frequency shift depends on the pulse energy as seen in Eq. (9.6.4). This frequency shift by itself does not introduce jitter because of its deterministic nature. However, fluctuations in the pulse energy introduced by amplifier noise can be converted into fluctuations in the soliton frequency through the Raman effect, which are in turn translated into position fluctuations by the GVD. The Raman jitter occurs for both the standard and DM solitons. In the case of standard solitons, the use of DDFs is often necessary but the analysis is simplified because the solitons are unchirped and maintain their width during propagation [187].

In the case of DM solitons, the pulse energy, width, and chirp oscillate in a periodic manner. To keep the discussion simple, the effects of TOD are ignored although they can be easily included. Using Eqs. (9.6.2) and (9.6.3) and following the method used in Section 9.5.4, the frequency shift and position of the soliton at the end of the $n$th
amplifier can be written as

\[ \Omega(z_n) = \Omega(z_{n-1}) + b_R E(z_{n-1}) + \delta \Omega_n, \]  
(9.6.6)

\[ q(z_n) = q(z_{n-1}) + b_2 \Omega(z_{n-1}) + b_{2R} E(z_{n-1}) + \delta q_n, \]  
(9.6.7)

where the parameters \( b_2, b_R, \) and \( b_{2R} \) are defined as

\[ b_2 = \int_0^{L_A} \beta_2(z) \, dz, \quad b_R = -\frac{1}{T_R} \int_0^{L_A} \frac{d \gamma(z)}{T^3(z)} \left[ \int_0^{z} p(z_1) \, dz_1 \right], \]  
(9.6.8)

\[ b_{2R} = -\frac{1}{T_R} \int_0^{L_A} \frac{d \beta_2(z) \gamma(z)}{T^3(z)} \left[ \int_0^{z} p(z_1) \, dz_1 \right], \]  
(9.6.9)

where \( p(z) \) takes into account variations in the pulse energy. In the case of lumped amplification, \( p(z) = \exp(-\alpha z). \)

The physical meaning of Eqs. (9.6.6) and (9.6.7) is quite clear. Between any two amplifiers, the Raman-induced frequency shift within the fiber should be added to the ASE-induced frequency shift. The former, however, depends on the pulse energy and would change randomly in response to energy fluctuations. The position of the pulse changes because of the cumulative frequency shifts induced by the Raman effect and amplifier noise. The two recurrence relations in Eqs. (9.6.6) and (9.6.7) should be solved to find the final pulse position at the end of the last amplifier. The timing jitter depends not only on the variances of \( \delta E, \delta \omega, \) and \( \delta q \) but also on their cross-correlations given in Eqs. (9.5.13)–(9.5.15). It can be written as

\[ \sigma_t^2 = \sigma_{GH}^2 + R_1 \langle \delta E^2 \rangle + R_2 \langle \delta E \delta \omega \rangle \]  
(9.6.10)

where \( \sigma_{GH} \) is the Gordon–Haus jitter obtained earlier in Eq. (9.5.29).

The Raman contribution to the timing jitter adds two new terms whose magnitude is governed by

\[ R_1 = b_2^2 b_R^2 N_A (N_A - 1)(N_A^2 - 10N_A^2 + 29N_A - 9)/120 + b_{2R} N_A (N_A - 1) \]
\times \left[ b_2 b_R (19N_A^2 - 65N_A + 48)/96 + b_{2R} (2N_A - 1)/6 \right], \]  
(9.6.11)

\[ R_2 = b_2 N_A (N_A - 1)b_2 b_R (N_A - 2)(3N_A - 1)/12 + b_{2R} (2N_A - 1)/3 \]  
(9.6.12)

The \( R_1 \) term depends on the variance of energy fluctuations and scales as \( N_A^2 \) for \( N_A \gg 1 \). The \( R_2 \) term has its origin in the cross-correlation between energy and frequency fluctuations and scales as \( N_A^4 \) for large \( N_A \). The \( R_1 \) term will generally dominate at long distances for high bit rates requiring pulses shorter than 5 ps.

Figure 9.23 shows the growth of timing jitter with distance for a 160-Gb/s DM soliton system. The dispersion map consists of alternating 1-km fiber sections with GVD of \(-3.18\) and \(3.08\) ps\(^2/km\), resulting in an average dispersion of \(-0.05\) ps\(^2/km\) and \( T_{map} \approx 1.25 \) ps. Fiber losses of 0.2 dB/km are compensated using lumped amplifiers every 50 km. The nonlinear parameters have values \( \gamma = 2.25 \) W\(^{-1}/km\) and \( T_R = 3 \) fs. The input pulse parameters are found by solving the variational equations of Section 9.4.2 and have values \( T_0 = 1.25 \) ps, \( C_0 = 1 \), and \( E_0 = 0.12 \) pJ. The Raman and Gordon–Haus contributions to the jitter are also shown separately to indicate when the Raman effects begin to dominate. Because of the \( N_A^5 \) dependence of the Raman contribution,
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Figure 9.23: Timing jitter as a function of distance for a 160-Gb/s DM system designed with $T_0 = 1.25$ ps. The Raman and Gordon-Haus contributions to timing jitter are also shown.

most of the timing jitter results from the SSFS after 1000 km. Noting that the tolerable value of the timing jitter is less than 1 ps at 160 Gb/s, it is clear that the total transmission distance of such systems would be limited to below 1000 km in the absence of any jitter-control mechanism. Longer distances are possible at a lower bit rate of 80 Gb/s. The main conclusion is that the Raman jitter must be included whenever the width (FWHM) of solitons is shorter than 5 ps.

Acoustic Jitter

A timing-jitter mechanism that limits the total transmission distance at high bit rates has its origin in the generation of acoustic waves inside optical fibers [190]. Confinement of the optical mode within the fiber core creates an electric-field gradient in the radial direction of the fiber. This gradient creates an acoustic wave through electrostriction, a phenomenon that produces density variations in response to changes in the electric field. As the refractive index of any material depends on its density, the group velocity also changes with the generation of acoustic waves.

The acoustic-wave-induced index changes produced by a single pulse can last for more than 100 ns—the damping time associated with acoustic phonons. They can be measured through the XPM-induced frequency shift $\Delta \nu$ imposed on a probe signal and given by $\Delta \nu = -(L_{eff} / \lambda) d(\delta n_a) / dt$, where $L_{eff}$ is the effective length of the fiber [191]. As seen in Fig. 9.24(a), the measured frequency shift is in the form of multiple spikes, each lasting for about 2 ns, roughly the time required for the acoustic wave to traverse the fiber core. The 21-ns period between the spikes corresponds to the round-trip time taken by the acoustic wave to reflect from the fiber cladding. Noting that $L_{eff} \approx 20$ km for 0.2-dB/km fiber losses, acoustically induced changes are relatively small ($\sim 10^{-14}$) but they lead to measurable jitter even at a bit rate of 10 Gb/s [6].

The origin of acoustic jitter can be understood by noting that pulses follow one another with a time interval that is only 25 ps at $B = 40$ Gb/s and becomes shorter
at higher bit rates. As a result, the acoustic wave generated by a single pulse affects hundreds of the following pulses. Physically, time-dependent changes in the refractive index induced by acoustic waves modulate the optical phase and manifest as a shift in the frequency (chirping) by a small amount (~1 GHz in Fig. 9.24). Similar to the case of SSFS and amplifier-induced noise, a frequency shift manifests as a shift in the pulse position because of GVD. The main difference is that acoustic jitter has a deterministic origin in contrast with the amplifier-induced jitter. In fact, if a pulse were to occupy each bit slot, all pulses would be shifted in time by the same amount through acoustic waves, resulting in a uniform shift of the pulse train but no timing jitter. However, any information-coded bit stream consists of a random string of 1 and 0 bits. As the change in the group velocity of each pulse depends on the presence or absence of pulses in the preceding hundreds of bit slots, different solitons arrive at slightly different times, resulting in timing jitter. The deterministic nature of acoustic jitter makes it possible to reduce its impact in practice by moving the detection window at the receiver through an automatic tracking circuit [192] or by using a coding scheme [193].

Acoustic jitter has been studied for both the standard and DM solitons [191]. In the case of standard solitons propagating inside a constant-GVD fiber of length \( L \), the jitter scales as \( \sigma_{\text{acou}} = C_{\text{a}}|D|L^2 \), where the parameter \( C_{\text{a}} \) depends on the index change \( \delta n_a \) among other things. Figure 9.24(b) shows how the timing jitter is enhanced by the acoustic effect for a 10-Gb/s system designed with \( D = 0.45 \text{ ps/(km-nm)} \), \( T_0 = 10 \text{ ps} \), \( n_{\text{sp}} = 1.6 \), and \( L_A = 25 \text{ km} \). Sliding-frequency filters reduce both the ASE-induced and acoustically induced timing jitters. The acoustic jitter then dominates because it increases linearly with the system length \( L \) while the ASE-induced jitter scales as \( \sqrt{L} \).

### PMD-Induced Jitter

PMD is another mechanism that can generate timing jitter through random fluctuations in the fiber birefringence [194]. As discussed in Section 2.3.5, the PMD effects are quantified through the PMD parameter \( D_p \). In a practical lightwave system, all solitons are launched with the same state of polarization at the input end of a fiber link. How-
ever, as solitons are periodically amplified, their state of polarization becomes random because of the ASE added at every amplifier. Such polarization fluctuations lead to timing jitter in the arrival time of individual solitons through fiber birefringence because the two orthogonally polarized components travel with slightly different group velocities. This timing jitter, introduced by the combination of ASE and PMD, can be written as [194]

$$\sigma_{\text{pol}} = (\pi S_{\text{pol}} f_1 M / 16 E_{\text{i}} L_A)^{1/2} D_p L.$$  \hspace{1cm} (9.6.13)

As a rough estimate, $\sigma_{\text{pol}} \approx 0.4$ ps for a standard-soliton system designed with $\alpha = 0.2$ dB/km, $L_A = 50$ km, $D_p = 0.1$ ps/$\sqrt{\text{km}}$, and $L = 10$ Mm. Such low values of $\sigma_{\text{pol}}$ are unlikely to affect 10-GHz/s soliton systems for which the bit slot is 100 ps wide. However, for fibers with larger values of the PMD parameter ($D_p > 1$ ps/$\sqrt{\text{km}}$), the PMD-induced timing jitter becomes important enough that it should be considered together with other sources of the timing jitter. If we assume that each source of timing jitter is statistically independent, total timing jitter is obtained using

$$\sigma_{\text{tot}}^2 = \sigma_{\text{jitter}}^2 + \sigma_{\text{acou}}^2 + \sigma_{\text{pol}}^2.$$  \hspace{1cm} (9.6.14)

Both $\sigma_{\text{acou}}$ and $\sigma_{\text{pol}}$ increase linearly with transmission distance $L$. The ASE-induced jitter normally dominates because of its superlinear dependence on $L$ but the situation changes when in-line filters are used to suppress it.

An important issue is related to polarization-dependent loss and gain. If a lightwave system contains multiple elements that amplify or attenuate the two polarization components of a pulse differently, the polarization state is easily altered. In the worst situation in which the polarization is oriented at 45° from the low-loss (or high-gain) direction, the state of polarization rotates by 45° and gets aligned with the low-loss direction only after 30–40 amplifiers for a gain–loss anisotropy of $<0.2$ dB [195]. Even though the axes of polarization-dependent gain or loss are likely to be evenly distributed along any soliton link, such effects may still become an important source of timing jitter.

**Interaction-Induced Jitter**

In the preceding discussion of the timing jitter, individual pulses are assumed to be sufficiently far apart that their position is not affected by the phenomenon of soliton–soliton interaction. This is not always the case in practice. As seen in Section 9.2.2, even in the absence of amplifier noise, solitons may shift their position because of the attractive or repulsive forces experienced by them. As the interaction force between two solitons is strongly dependent on their separation and relative phase, both of which fluctuate because of amplifier noise, soliton–soliton interactions modify the ASE-induced timing jitter. By considering noise-induced fluctuations of the relative phase of neighboring solitons, timing jitter of interacting solitons is generally found to be enhanced by amplifier noise [196]. In contrast, when the input phase difference is close to $\pi$ between neighboring solitons, phase randomization leads to reduction in the timing jitter.

An important consequence of soliton–soliton interaction is that the probability density of the timing jitter deviates considerably from the Gaussian statistics expected for
the Gordon–Haus jitter in the absence of such interactions [197]. The non-Gaussian corrections can occur even when the interaction is relatively weak ($\eta_0 > 5$). They affect the bit-error rate of the system and must be included for an accurate estimate of the system performance. When solitons are packed so tightly that their interaction becomes quite important, the probability density function of the timing jitter develops a five-peak structure [198]. The use of numerical simulations is essential to study the impact of timing jitter on a bit stream composed of interacting solitons.

In the case of DM solitons, interaction-induced jitter becomes quite important, especially for strong maps for which the pulse width varies by a large factor within each map period [199]. It can be reduced by a proper design of the dispersion map. In fact, local dispersion of each fiber section and the average GVD of the entire link need to be optimized to reduce both the soliton–soliton interaction and the ASE-induced jitter simultaneously [161].

### Control of Timing Jitter

The increase in the timing jitter brought by the Raman and TOD effects and a shorter bit slot at higher bit rates make the control of timing jitter essential before high-speed systems can become practical. As discussed in Section 9.5, both optical filters and synchronous modulators help in reducing the timing jitter. The technique of optical phase conjugation (OPC), discussed in Section 7.7 in the context of dispersion compensation, is also quite effective in improving the performance of soliton systems by reducing the soliton–soliton interaction and the Raman-induced timing jitter [200]–[204].

The implementation of OPC requires either parametric amplifiers [10] in place of EDFAs or insertion of a nonlinear optical device before each amplifier that changes the soliton amplitude from $A$ to $A^*$ while preserving all other features of the bit stream. Such a change is equivalent to inverting the soliton spectrum around the wavelength of the pump laser used for the FWM process. As discussed in Section 7.7, a few-kilometer-long fiber can be used for spectral inversion. The timing jitter changes considerably because of OPC. The moment method can be used to find the timing jitter in the presence of parametric amplifiers. The dependence of the Gordon–Haus contribution on the number of amplifiers changes from $N_f^4$ to $N_f$. The Raman-induced jitter is reduced even more dramatically—from $N_f^5$ to $N_f$ [202]. These reductions result from the OPC-induced spectral inversion, which provides compensation for the effects of both the GVD and SSFS. However, OPC does not compensate for the effects of TOD.

The effects of TOD on the jitter are shown in Fig. 9.25 by plotting the timing jitter of 2-ps (FWHM) solitons propagating inside DDFs and amplified using parametric amplifiers. The Gordon–Haus timing jitter is shown by the thick solid line. Other curves correspond to different values of the TOD parameter. For $\beta_3 = 0.05$ ps$^3$/km, a typical value for dispersion-shifted fibers, the transmission distance is limited by TOD to below 1500 km. However, considerable improvement occurs when $\beta_3$ is reduced. Transmission over 7500 km is possible for $\beta_3 = 0$, and the distance can be increased further for slightly negative values of $\beta_3$. These results show that the compensation of both $\beta_2$ and $\beta_3$ is necessary at high bit rates (see Section 7.9).
Figure 9.25: Effect of third-order dispersion on timing jitter in a periodically amplified DDF-based soliton system designed using parametric amplifiers.

9.7 WDM Soliton Systems

As discussed in Chapter 8, the capacity of a lightwave system can be increased considerably by using the WDM technique. A WDM soliton system transmits several soliton bit streams over the same fiber using different carrier frequencies. This section focuses on the issues relevant for designing WDM soliton systems [205].

9.7.1 Interchannel Collisions

A new feature that becomes important for WDM systems is the possibility of collisions among solitons belonging to different channels and traveling different group velocities. To understand the importance of such collisions as simply as possible, we first focus on standard solitons propagating in DDFs and use Eq. (9.4.3) as it includes the effects of both loss and dispersion variations. Dropping prime over \( \xi \) for notational convenience, this equation can be written as

\[
\frac{d\nu}{d\xi} + \frac{1}{2} \frac{d^2\nu}{d\tau^2} + b(\xi)|\nu|^2 \nu = 0, \quad (9.7.1)
\]

where \( b(\xi) = p(\xi)/d(\xi) \). The functional form of \( b(\xi) \) depends on the details of the loss- and dispersion-management schemes.

The effects of interchannel collisions on the performance of WDM systems can be best understood by considering the simplest case of two WDM channels separated by \( f_{ch} \). In normalized units, solitons are separated in frequency by \( \Omega_{ch} = 2\pi f_{ch} c_0 \). Replacing \( \nu \) by \( \nu_1 + \nu_2 \) in Eq. (9.7.1) and neglecting the FWM terms, solitons in each channel evolve according to the following two coupled equations [206]:

\[
\begin{align*}
&i \frac{\partial \nu_1}{\partial \xi} + \frac{1}{2} \frac{\partial^2 \nu_1}{\partial \tau^2} + b(\xi)(|\nu_1|^2 + 2|\nu_2|^2) \nu_1 = 0, \quad (9.7.2) \\
&i \frac{\partial \nu_2}{\partial \xi} + \frac{1}{2} \frac{\partial^2 \nu_2}{\partial \tau^2} + b(\xi)(|\nu_2|^2 + 2|\nu_1|^2) \nu_2 = 0. \quad (9.7.3)
\end{align*}
\]
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Note that the two solitons are propagating at different speeds because of their different frequencies. As a result, the XPM term is important only when solitons belonging to different channels overlap during a collision.

It is useful to define the collision length $L_{\text{coll}}$ as the distance over which two solitons interact (overlap) before separating. It is difficult to determine precisely the instant at which a collision begins or ends. A common convention uses $2T_s$ for the duration of the collision, assuming that a collision begins and ends when the two solitons overlap at their half-power points [206]. Since the relative speed of two solitons is $\Delta V = (|\beta_2|\Omega_{\text{ch}}/T_0)^{-1}$, the collision length is given by $L_{\text{coll}} = (\Delta V)(2T_s)$ or

$$L_{\text{coll}} = \frac{2T_s T_0}{|\beta_2|\Omega_{\text{ch}}} \approx \frac{0.28}{q_0|\beta_2|B_f \text{ch}},$$

(9.7.4)

where the relations $T_s = 1.763 T_0$ and $B = (2q_0 T_0)^{-1}$ were used. As an example, for $B = 10$ Gb/s, $q_0 = 5$, and $\beta_2 = -0.5$ ps$^2$/km, $L_{\text{coll}} \sim 100$ km for a channel spacing of 100 GHz but reduces to below 10 km when channels are separated by more than 1 THz.

Since XPM induces a time-dependent phase shift on each soliton, it leads to a shift in the soliton frequency during a collision. One can use a perturbation technique or the moment method to calculate this frequency shift. If we assume that the two solitons are identical before they collide, $u_1$ and $u_2$ are given by

$$u_m(\xi, \tau) = \text{sech}(\tau + \delta_m \xi) \exp[-i\delta_m \tau + i(1 - \delta_m^2)\xi/2 + i\phi_m],$$

(9.7.5)

where $\delta_m = \frac{1}{2} \Omega_{\text{ch}}$ for $m = 1$ and $-\frac{1}{2} \Omega_{\text{ch}}$ for $m = 2$. Using the moment method, the frequency shift for the first channel evolves with distance as

$$\frac{d\delta_1}{d\xi} = b(\xi) \int_{-\infty}^{\infty} \frac{\partial |u_1|^2}{\partial \tau} |u_2|^2 \ d\tau.$$

(9.7.6)

The equation for $\delta_2$ is obtained by interchanging the subscripts 1 and 2. Noting from Eq. (9.7.5) that

$$\frac{\partial |u_m|^2}{\partial \tau} = \frac{1}{\delta_m^2} \frac{\partial |u_m|^2}{\partial \xi^2},$$

(9.7.7)

and using $\delta_m = \pm \frac{1}{2} \Omega_{\text{ch}}$ in Eq. (9.7.6), the collision-induced frequency shift for the slower moving soliton is governed by [206]

$$\frac{d\delta_1}{d\xi} = \frac{b(\xi)}{\Omega_{\text{ch}}} \frac{d}{d\xi} \left[ \int_{-\infty}^{\infty} \text{sech}^2 \left( \tau - \frac{\Omega_{\text{ch}} \xi}{2} \right) \text{sech}^2 \left( \tau + \frac{\Omega_{\text{ch}} \xi}{2} \right) \ d\tau \right].$$

(9.7.8)

The change in $\delta_2$ occurs by the same amount but in the opposite direction. The integral over $\tau$ can be performed analytically to obtain

$$\frac{d\delta_1}{dZ} = \frac{4b(Z)}{\Omega_{\text{ch}}} \frac{d}{dZ} \left( \frac{Z \cosh Z - \sinh Z}{\cosh^3 Z} \right),$$

(9.7.9)

where $Z = \Omega_{\text{ch}} \xi$. This equation provides changes in soliton frequency during inter-channel collisions under quite general conditions.
Consider first the ideal case of constant-dispersion lossless fibers so that \( b = 1 \) in Eq. (9.7.9). In that case, integration in Eq. (9.7.9) is trivial, and the frequency shift is given by

\[
\Delta \delta_1(Z) = 4Z \cosh Z - \sinh Z / (\Omega_{\text{ch}} \sinh^3 Z). \tag{9.7.10}
\]

Figure 9.26(a) shows how the frequency of the slow-moving soliton changes during the collision of two 50-ps solitons when channel spacing is 75 GHz. The frequency shifts up over one collision length as two solitons approach each other, reaches a peak value of about 0.6 GHz at the point of maximum overlap, and then decreases back to zero as the two solitons separate. The maximum frequency shift depends on the channel spacing. It occurs at \( Z = 0 \) in Eq. (9.7.10) and is found to be \( 4/(3\Omega_{\text{ch}}) \). In physical units, the maximum frequency shift becomes

\[
\Delta f_{\text{max}} = (3\pi^2 T_0^2 f_{\text{ch}})^{-1}. \tag{9.7.11}
\]

Since the velocity of a soliton changes with its frequency, collisions speed up or slow down a soliton, depending on whether its frequency increases or decreases. At the end of the collision, each soliton recovers the frequency and speed it had before the collision, but its position within the bit slot changes. The temporal shift can be calculated by integrating Eq. (9.7.9). In physical units, it is given by

\[
\Delta t = -T_0 \int_{-\infty}^{\infty} \Delta \delta_1(\xi) d\xi = \frac{4T_0}{\Omega_{\text{ch}}^2} = \frac{1}{\pi^2 T_0 f_{\text{ch}}^2}. \tag{9.7.12}
\]

If all bit slots were occupied, such collision-induced temporal shifts would be of no consequence since all solitons of a channel would be shifted by the same amount. However, 1 and 0 bits occur randomly in real bit streams. Since different solitons of a channel shift by different amounts, interchannel collisions induce some timing jitter even in lossless fibers.
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9.7.2 Effect of Lumped Amplification

The situation is worse in loss-managed soliton systems in which fiber losses are compensated periodically through lumped amplifiers. The reason is that soliton collisions are affected adversely by variations in the pulse energy. Physically, large energy variations occurring over a collision length destroy the symmetric nature of the collision. Mathematically, the dependence of $b(\xi)$ in Eq. (9.7.8) changes the frequency shift. As a result, solitons do not recover their original frequency and velocity after the collision is over. Equation (9.7.9) can be used to calculate the residual frequency shift for a given form of $b(\xi)$. Figure 9.26(b) shows the residual shift as a function of the ratio $L_{\text{coll}}/L_{\text{pen}}$, where $L_{\text{pen}}$ is equal to the amplifier spacing $L_A$ [206]. Numerical simulations (circles) agree with the prediction of Eq. (9.7.9). The residual frequency shift increases rapidly as $L_{\text{coll}}$ approaches $L_A$ and can become $\sim 0.1$ GHz. Such shifts are not acceptable in practice since they accumulate over multiple collisions and produce velocity changes large enough to move the soliton out of the bit slot.

When $L_{\text{coll}}$ is large enough that a collision lasts over several amplifier spacings, effects of gain-loss variations begin to average out, and the residual frequency shift decreases. As seen in Fig. 9.26, it virtually vanishes for $L_{\text{coll}} > 2L_A$ (safe region). Since $L_{\text{coll}}$ is inversely related to the channel spacing $\Omega_{\text{ch}}$, this condition sets a limit on the maximum separation between the two outermost channels of a WDM system. The shortest collision length is obtained by replacing $\Omega_{\text{ch}}$ in Eq. (9.7.4) with $N_{\text{ch}}\Omega_{\text{ch}}$. Using $L_{\text{coll}} > 2L_A$, the number of WDM channels is limited to

$$N_{\text{ch}} < \frac{L_0}{T_0} \frac{L_D}{\Omega_{\text{ch}} L_A}.$$  \hspace{1cm} (9.7.13)

One may think that the number of channels can be increased by reducing $\Omega_{\text{ch}}$. However, its minimum value is limited to about $\Omega_{\text{ch}} < 5\Delta \omega_c$, where $\Delta \omega_c$ is the spectral width (FWHM) of solitons, because of interchannel crosstalk [207]. Using this condition in Eq. (9.7.13), the number of WDM channels is limited such that $N_{\text{ch}} < L_D/3L_A$. Using $L_D = T_0^2 \langle |\beta_2| \rangle$ and $B = (2q_0 T_0)^{-1}$, this condition can be written as a simple design rule:

$$N_{\text{ch}}B^2L_A < (12q_0^2 |\beta_2|)^{-1}.$$ \hspace{1cm} (9.7.14)

For the typical values $q_0 = 5$, $|\beta_2| = 0.8$ ps$^2$/km, and $L_A = 40$ km, the condition becomes $B \sqrt{N_{\text{ch}}} < 10$ Gb/s. The number of channels can be as large as 16 at a relatively low bit rate of 2.5 Gb/s but only a single channel is allowed at 10 Gb/s. Clearly, interchannel collisions limit the usefulness of the WDM technique severely.

9.7.3 Timing Jitter

In addition to the sources of timing jitter discussed in Section 9.6 for a single isolated channel, several other sources of jitter become important for WDM systems [208]–[213]. First, each interchannel collision generates a temporal shift [see Eq. (9.7.12)] of the same magnitude for both solitons but in opposite directions. Even though the temporal shift scales as $\Omega_{\text{ch}}^{-2}$ and decreases rapidly with increasing $\Omega_{\text{ch}}$, the number of collisions increases linearly with $\Omega_{\text{ch}}$. As a result, the total time shift scales as
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\( \Omega_{ch}^{-1} \). Second, the number of collisions that two neighboring solitons in a given channel undergo is slightly different. This difference arises because adjacent solitons in a given channel interact with two different bit groups, shifted by one bit period. Since 1 and 0 bits occur in a random fashion, different solitons of the same channel are shifted by different amounts. This source of timing jitter is unique to WDM systems because of its dependence on the bit patterns of neighboring channels [211]. Third, collisions involving more than two solitons can occur and should be considered. In the limit of a large channel spacing (negligible overlap of soliton spectra), multisoliton interactions are well described by pairwise collisions [210].

Two other mechanisms of timing jitter should be considered for realistic WDM systems. As discussed earlier, energy variations due to gain–loss cycles make collisions asymmetric when \( L_{\text{coll}} \) becomes shorter than or comparable to the amplifier spacing \( L_A \). Asymmetric collisions leave residual frequency shifts that affect a soliton all along the fiber link because of a change in its group velocity. This mechanism can be made ineffective by ensuring that \( L_{\text{coll}} \) exceeds \( 2L_A \). The second mechanism produces a residual frequency shift when solitons from different channels overlap at the input of the transmission link, resulting in an incomplete collision [208]. This situation occurs in all WDM solitons for some bits. For instance, two solitons overlapping completely at the input end of a fiber link will acquire a net frequency shift of \( 4/(3Q_{ch}) \) since the first half of the collision is absent. Such residual frequency shifts are generated only over the first few amplification stages but pertain over the whole transmission length and become an important source of timing jitter [209].

Similar to the case of single-channel systems, sliding-frequency filters can reduce timing jitter in WDM systems [214]–[218]. Typically, Fabry–Perot filters are used since their periodic transmission windows allow filtering of all channels simultaneously. For best operation, the mirror reflectivities are kept low (below 25%) to reduce the finesse. Such low-contrast filters remove less energy from solitons but are as effective as filters with higher contrast. Their use allows channel spacing to be as little as five times the spectral width of the solitons [218]. The physical mechanism remains the same as for single-channel systems. More specifically, collision-induced frequency shifts are reduced because the filter forces the soliton frequency to move toward its transmission peak. The net result is that filters reduce the timing jitter considerably even for WDM systems [215]. Filtering can also relax the condition in Eq. (9.7.13), allowing \( L_{\text{coll}} \) to approach \( L_A \) and thus helps to increase the number of channels in a WDM system [217].

The technique of synchronous modulation can also be applied to WDM systems for controlling timing jitter [218]. In a 1996 experiment involving four channels, each operating at 10 Gb/s, transmission over transoceanic distances was achieved by using modulators every 500 km [220]. When modulators were inserted every 250 km, three channels, each operating at 20 Gb/s, could be transmitted over transoceanic distances [221]. The main disadvantage of modulators is that demultiplexing of individual channels is necessary. Moreover, they require a clock signal that is synchronized to the bit stream. For this reason, the technique of synchronous modulation is rarely used in practice.
9.7.4 Dispersion Management

As discussed in Section 8.3.6, FWM is the most limiting factor for WDM systems when GVD is kept constant along the fiber link. The FWM problem virtually disappears when the dispersion-management technique is used. In fact, dispersion management is essential if a WDM soliton system is designed to transmit more than two or three channels. Starting in 1996, dispersion management was used for WDM soliton systems almost exclusively.

Dispersion-Decreasing Fibers

It is intuitively clear that DDFs with a continuously varying GVD profile should help a WDM system. We can use Eq. (9.7.1) for finding the optimum GVD profile. By tailoring the fiber dispersion as $\rho(\xi) = \text{exp}(-\Gamma_0 \xi)$, the same exponential profile encountered in Section 8.4.1, the parameter $b$ becomes 1 all along the fiber link, resulting in an unperturbed NLS equation. As a result, soliton collisions become symmetric despite fiber losses, irrespective of the ratio $L_{\text{coll}}/L_A$. Consequently, no residual frequency shifts occur after a soliton collision for WDM systems making use of DDFs with an exponentially decreasing GVD.

Lumped amplifiers introduce a new mechanism of FWM in WDM systems. In their presence, soliton energy varies in a periodic fashion over each loss–amplification cycle. Such periodic variations in the peak power of solitons create a nonlinear-index grating that can nearly phase-match the FWM process [222]. The phase-matching condition can be written as

$$|\beta_2| (\Omega_{\text{ch}}/T_0)^2 = 2\pi m/L_A,$$

where $m$ is an integer and the amplifier spacing $L_A$ is the period of the index grating. As a result of such phase matching, a few percent of soliton energy can be transferred to the FWM sidebands even when GVD is relatively large [222]. Moreover, FWM occurring during simultaneous collision of three solitons leads to permanent frequency shifts for the slowest- and fastest-moving solitons together with an energy exchange among all three channels [223].

FWM phase-matched by the nonlinear-index grating can also be avoided by using DDFs with an exponential GVD profile. The reason is related to the symmetric nature of soliton collisions in such systems. When collisions are symmetric, energy transferred to the FWM sidebands during the first half of a collision is returned back to the soliton during the second half of the same collision. Thus, the spectral sidebands generated through FWM do not grow with propagation of solitons. In practice, the staircase approximation for the exponential profile is used, employing multiple constant-dispersion fibers between two amplifiers.

Figure 9.27 shows the residual energy remaining in a FWM sideband as a function of amplifier length $L_A$ when the exponential GVD profile is approximated using $m = 2, 3$, and 4 fiber sections chosen such that the product $D_n L_n$ is the same for all $m$ [222]. Here $D_n$ is the dispersion parameter in the $n$th section of length $L_n$. The case of constant-dispersion fibers is also shown for comparison. The average dispersion is 0.5 ps/(km-nm) in all cases. The double-peak nature of the curve in this case is due to the phase-matching condition in Eq. (9.7.15), which can be satisfied for different values
of the integer $m$ because a peak occurs whenever $L_A = 2\pi m L_D / Q_{\text{ch}}^2$. Numerical simulations consider 20-ps solitons in two channels, spaced 75 GHz apart. Clearly, FWM can be nearly suppressed, with as few as three fiber sections, for an amplifier spacing below 60 km. An experiment in 1996 achieved transmission of seven 10-Gb/s channels over 9400 km using only four fiber segments in a recirculating fiber loop [224]. In a 1998 experiment, eight 20-Gb/s channels were transmitted over 10,000 km by using the same four-segment approach in combination with optical filters and modulators [225].

**Periodic Dispersion Maps**

Similar to the single-channel soliton systems discussed in Section 9.4.2, periodic dispersion maps consisting of two fiber segments with opposite GVD benefit the WDM soliton systems enormously. Issues such as interchannel collisions, timing jitter, and optimum dispersion maps were studied extensively during the 1990s [226]–[250]. The use of design optimization techniques has resulted in WDM soliton systems capable of operating at bit rates close to 1 Tb/s [251]–[262].

An important issue for WDM systems making use of DM solitons is how a dispersion map consisting of opposite-GVD fibers affects interchannel collisions and the timing jitter. It is easy to see that the nature of soliton collisions is changed drastically in such systems. Consider solitons in two different channels. A shorter-wavelength soliton travels faster in the anomalous-GVD section but slower in the normal-GVD section. Moreover, because of high local GVD, the speed difference is large. Also, the pulse width changes in each map period and can become quite large in some regions. The net result is that two colliding solitons move in a zigzag fashion and pass through each other many times before they separate from each other because of the

**Figure 9.27:** Fraction of soliton energy in an FWM sideband during a single collision when the exponential GVD profile is approximated by a staircase with two, three, and four steps. The case of constant-dispersion fibers is shown for comparison. (After Ref. [222]; ©1996 OSA; reprinted with permission.)
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Figure 9.28: Collision-induced frequency and temporal shifts for a soliton surrounded by four channels on each side (75 GHz spacing). Curves 1 and 2 represent the case copolarized and orthogonally polarized solitons in neighboring channels, respectively. Curves 3 and 4 show the improvement realized with sliding-frequency filters. The dotted line shows the prediction of an analytical model. (After Ref. [238]); ©1999 OSA; reprinted with permission.)

much slower relative motion governed by the average value of GVD. Since the effective collision length is much larger than the map period (and the amplifier spacing), the condition $L_{coll} > 2L_A$ is satisfied even when soliton wavelengths differ by 20 nm or more. This feature makes it possible to design WDM soliton systems with a large number of high-bit-rate channels.

The residual frequency shift introduced during such a process depends on a large number of parameters including the map period, map strength, and amplifier spacing [236]–[240]. Physically speaking, residual frequency shifts occurring during complete collisions average out to zero. However, not all collisions are complete. For example, if solitons overlap initially, the incomplete nature of the collision will produce some residual frequency shift. The zigzag motion of solitons can also produce frequency shifts if the solitons approach each other near the junction of opposite-GVD fibers since they will reverse direction before crossing each other. Such partial collisions can result in large frequency shifts, which can shift solitons by a large amount within their bit slots. This behavior is unacceptable from a system standpoint.

A simple solution to this problem is provided by sliding-frequency filters [238]. Such filters reduce the frequency and temporal shifts to manageable levels in the same way they mitigate the effects of ASE-induced frequency shifts. Curve 1 in Figure 9.28 shows the frequency and temporal shifts (calculated numerically) for the middle channel surrounded by four channels on each side (channel spacing 75 GHz). The soliton shifts by 100 ps (one bit slot) over 10,000 km because of its frequency shifts by more than 10 GHz. The use of orthogonally polarized solitons (curve 2) improves the situation
somewhat but does not solve the problem. However, if sliding-frequency filters are employed, the temporal shift is reduced to below 15 ps for copolarized solitons (curve 3) and to below 10 ps for orthogonally polarized solitons (curve 4). In these numerical simulations, the map period and amplifier spacing are equal to 40 km. The dispersion map consists of 36 km of anomalous-GVD fiber and 4 km of DCF ($\beta_{2,0} \approx 130 \text{ ps}^2/\text{km}$) such that average value of dispersion is 0.1 ps/(km-nm).

Many issues need to be addressed in designing WDM systems. These include the SNR degradation because of the accumulation of ASE, timing jitter induced by ASE and other sources (acoustic waves, ASE, Raman-induced frequency shift, PMD, etc.), XPM-induced intrachannel interactions, and interchannel collisions. Most of them depend on the choice of the map period, local value of the GVD in each fiber section, and average dispersion of the entire link. The choice of loss-management scheme (lumped versus distributed amplification) also impacts the system performance. These issues are common to all WDM systems and can only be addressed by solving the underlying NLS equation numerically (see Appendix E).

Figure 9.29 shows the role played by local dispersion by comparing the maximum transmission distances for the lumped (EDFA) and distributed (Raman) amplification schemes [248]. The dispersion map consists of a long fiber section with GVD in the range 2–17 ps/(km-nm) and a short fiber section with the dispersion of $-25$ ps/(km-nm) whose length is chosen to yield an average GVD of 0.04 ps/(km-nm). The map period and amplifier spacing are equal to 50 km. Pulse parameters at a bit rate of 40 Gb/s correspond to the periodic propagation of DM solitons. The curves marked “interactions” provide the distance at which solitons have shifted by 30% of the 25-ps bit slot because of intrachannel pulse-to-pulse interactions. The curves marked “XPM” denote the limiting distance set by the XPM-induced interchannel interactions. The curves marked “PIM” show the improvement realized by polarization-interleaved multiplexing (PIM) of WDM channels. The two circles marked A and B denote the optimum values of local GVD in the cases of lumped and distributed amplification, respectively. Several points are noteworthy in Fig. 9.29. First, Raman amplification improves the transmission distance from the standpoint of intrachannel interactions but has a negative impact when interchannel collisions are considered. Second, polarization multiplexing helps for both lumped and distributed amplification. Third, the local value of GVD plays an important role and its optimum value is different for lumped and distributed amplification. The main conclusion is that numerical simulations are essential for optimizing any WDM system.

On the experimental side, 16 channels at 20 Gb/s were transmitted in 1997 over 1300 km of standard fiber with a map period of 100 km using a DCF that compensated partially both GVD and its slope [251]. In a 1998 experiment, 20 channels at 20 Gb/s were transmitted over 2000 km using dispersion-flattened fiber with a channel spacing of 0.8 nm [252]. A capacity of 640 Gb/s was realized in a 2000 experiment in which 16 channels at 40 Gb/s were transmitted over 1000 km [257]. In a later experiment, the system capacity was extended to 1 Tb/s by transmitting 25 channels at 40 Gb/s over 1500 km with 100-GHz channel spacing [261]. The 250-km recirculating fiber loop employed a dispersion map with the 50-km map period and a relatively low value of average dispersion for all channels. Dispersion slope (TOD) was nearly compensated and had a value of less than 0.005 ps/(km-nm$^2$). A BER of $10^{-9}$ could
be achieved for all channels because of dispersion-slope compensation realized using reverse-dispersion fibers. In a 2001 experiment, a system capacity of 2.56 Tb/s was realized (32 channels at 80 Gb/s) by interleaving two orthogonally polarized 40-Gb/s WDM pulse trains but the transmission distance was limited to 120 km [262]. The use of polarization multiplexing in combination with the carrier-suppressed RZ format permitted a spectral efficiency of 0.8 (b/s)/Hz in this experiment.

Many experiments have focused on soliton systems for transoceanic applications. The total bit rate is lower for such systems because of long distances over which solitons must travel. Transmission of eight channels at 10-Gb/s over transoceanic distances was realized as early as 1996 [205]. Eight 20-Gb/s channels were transmitted in a 1998 experiment but the distance was limited to 4000 km [254]. By 2000, the 160-Gb/s capacity was attained by transmitting eight 20-Gb/s channels over 10,000 km using optical filters and synchronous modulators inside a 250-km recirculating fiber loop [258]. It was necessary to use a polarization scrambler and a phase modulator at the input end. The 160-Gb/s capacity was also realized using two 80-Gb/s channels. In another experiment, up to 27 WDM channels were transmitted over 9000 km using a hybrid amplification scheme in which distributed Raman amplification (with backward pumping) compensated for nearly 70% of losses incurred over the 56-km map period [259]. In general, the use of distributed Raman amplification improves the system performance considerably as it reduces the XPM-induced interactions among solitons [248]. These experiments show that the use of DM solitons has the potential of realizing transoceanic lightwave systems capable of operating with a capacity of 1 Tb/s or more.
Problems

9.1 A 10-Gb/s soliton system is operating at 1.55 μm using fibers with \( D = 2 \text{ ps/(km-nm)} \). The effective core area of the fiber is 50 μm\(^2\). Calculate the peak power and the pulse energy required for fundamental solitons of 30-ps width (FWHM). Use \( n_2 = 2.6 \times 10^{-20} \text{ m}^2/\text{W} \).

9.2 The soliton system of Problem 9.1 needs to be upgraded to 40 Gb/s. Calculate the pulse width, peak power, and the energy of solitons using \( q_0 = 4 \). What is the average launched power for this system?

9.3 Verify by direct substitution that the soliton solution given in Eq. (9.1.11) satisfies the NLS equation.

9.4 Solve the NLS equation using the split-step Fourier method (see Section 2.4 of Ref. [10] for details on this method). Reproduce Figs. 9.1–9.3 using your program. Any programming language, including software packages such as Mathematica and Matlab, can be used.

9.5 Verify numerically by propagating a fundamental soliton over 100 dispersion lengths that the shape of the soliton does not change on propagation. Repeat the simulation using a Gaussian input pulse shape with the same peak power and explain the results.

9.6 A 10-Gb/s soliton lightwave system is designed with \( q_0 = 5 \) to ensure well-separated solitons in the RZ bit stream. Calculate pulse width, peak power, pulse energy, and the average power of the RZ signal assuming \( \beta_2 = -1 \text{ ps}^2/\text{km} \) and \( \gamma = 2 \text{ W}^{-1}/\text{km} \) for the dispersion-shifted fiber.

9.7 A soliton communication system is designed to transmit data over 5000 km at \( B = 10 \text{ Gb/s} \). What should be the pulse width (FWHM) to ensure that the neighboring solitons do not interact during transmission? The dispersion parameter \( D = 1 \text{ ps/(km-nm)} \) at the operating wavelength. Assume that soliton interaction is negligible when \( B^2L_A \) in Eq. (9.2.10) is 10% of its maximum allowed value.

9.8 Prove that the energy of standard solitons should be increased by the factor \( G\ln G/(G-1) \) when the fiber loss \( \alpha \) is compensated using optical amplifiers. Here \( G = \exp(\alpha L_A) \) is the amplifier gain and \( L_A \) is the spacing between amplifiers assumed to be much smaller than the dispersion length.

9.9 A 10-Gb/s soliton communication system is designed with 50-km amplifier spacing. What should be the peak power of the input pulse to ensure that a fundamental soliton is maintained in an average sense in a fiber with 0.2 dB/km loss? Assume that \( T_s = 20 \text{ ps}, \beta_2 = -0.5 \text{ ps}^2/\text{km} \) and \( \gamma = 2 \text{ W}^{-1}/\text{km} \). What is the average launched power for such a system?

9.10 Calculate the maximum bit rate for a soliton lightwave system designed with \( q_0 = 5, \beta_2 = -1 \text{ ps}^2/\text{km}, \) and \( L_A = 50 \text{ km} \). Assume that the condition (9.3.10) is satisfied when \( B^2L_A \) is at the 20% level. What is the soliton width at the maximum bit rate?
9.11 Derive Eq. (9.3.15) by integrating Eq. (9.3.11) in the case of bidirectional pumping. Plot \( p(z) \) for \( L_A = 20, 40, 60, \) and \( 80 \) km using \( \alpha = 0.2 \) dB/km and \( \alpha_p = 0.25 \) dB/km.

9.12 Use Eq. (9.3.15) to determine the pump-station spacing \( L_A \) for which the soliton energy deviates at most 20% from its input value.

9.13 Consider soliton evolution in a dispersion-decreasing fiber using the NLS equation and prove that soliton remains unperturbed when the fiber dispersion decreases exponentially as \( \beta_2(z) = \beta_2(0) \exp(-\alpha z) \).

9.14 Starting from the NLS equation (9.4.5), derive the variational equations for the pulse width \( T \) and the chirp \( C \) using the Gaussian ansatz given in Eq. (9.4.6).

9.15 Solve Eqs. (9.4.7) and (9.4.8) numerically by imposing the periodicity condition given in Eq. (9.4.9). Plot \( T_0 \) and \( C_0 \) as a function of \( E_0 \) for a dispersion map made using 70 km of the standard fiber with \( D = 17 \) ps/(km-nm) and 10 km of dispersion-compensating fiber with \( D = -115 \) ps/(km-nm). Use \( \gamma = 2 \) W\(^{-1}\)/km and \( \alpha = 0.2 \) dB/km for the standard fiber and \( \gamma = 6 \) W\(^{-1}\)/km and \( \alpha = 0.5 \) dB/km for the other fiber.

9.16 Calculate the map strength \( S \) and the map parameter \( T_{\text{map}} \) for the map used in the preceding problem. Estimate the maximum bit rate that this map can support.

9.17 Verify using Eqs. (9.5.8)–(9.5.12) that the variances and correlations of amplifier-induced fluctuations are indeed given by Eqs. (9.5.13)–(9.5.15).

9.18 Prove that the variances of \( E \), \( \Omega \), and \( q \) are given by Eq. (9.5.17) for the standard solitons using Eq. (9.5.16) in Eqs. (9.5.8)–(9.5.11).

9.19 Derive Eq. (9.5.29) for the timing jitter starting from the recurrence relation in Eq. (9.5.26). Show all the steps clearly.

9.20 Find the peak value of the collision-induced frequency and temporal shifts by integrating Eq. (9.7.8) with \( b = 1 \).

9.21 Explain how soliton collisions limit the number of channels in a WDM soliton system. Find how the maximum number of channels depends on the channel and amplifier spacings using the condition \( L_{\text{coll}} > 2L_A \).
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Chapter 10

Coherent Lightwave Systems

The lightwave systems discussed so far are based on a simple digital modulation scheme in which an electrical bit stream modulates the intensity of an optical carrier inside the optical transmitter and the optical signal transmitted through the fiber link is incident directly on an optical receiver, which converts it to the original digital signal in the electrical domain. Such a scheme is referred to as intensity modulation with direct detection (IM/DD). Many alternative schemes, well known in the context of radio and microwave communication systems [1]–[6], transmit information by modulating the frequency or the phase of the optical carrier and detect the transmitted signal by using homodyne or heterodyne detection techniques. Since phase coherence of the optical carrier plays an important role in the implementation of such schemes, such optical communication systems are called coherent lightwave systems. Coherent transmission techniques were studied during the 1980s extensively [7]–[16]. Commercial deployment of coherent systems, however, has been delayed with the advent of optical amplifiers although the research and development phase has continued worldwide.

The motivation behind using the coherent communication techniques is two-fold. First, the receiver sensitivity can be improved by up to 20 dB compared with that of IM/DD systems. Second, the use of coherent detection may allow a more efficient use of fiber bandwidth by increasing the spectral efficiency of WDM systems. In this chapter we focus on the design of coherent lightwave systems. The basic concepts behind coherent detection are discussed in Section 10.1. In Section 10.2 we present new modulation formats possible with the use of coherent detection. Section 10.3 is devoted to synchronous and asynchronous demodulation schemes used by coherent receivers. The bit-error rate (BER) for various modulation and demodulation schemes is considered in Section 10.4. Section 10.5 focuses on the degradation of receiver sensitivity through mechanisms such as phase noise, intensity noise, polarization mismatch, fiber dispersion, and reflection feedback. The performance aspects of coherent lightwave systems are reviewed in Section 10.6 where we also discuss the status of such systems at the end of 2001.
10.1 Basic Concepts

10.1.1 Local Oscillator

The basic idea behind coherent detection consists of combining the optical signal coherently with a continuous-wave (CW) optical field before it falls on the photodetector (see Fig. 10.1). The CW field is generated locally at the receiver using a narrow-linewidth laser, called the local oscillator (LO), a term borrowed from the radio and microwave literature. To see how the mixing of the received optical signal with the LO output can improve the receiver performance, let us write the optical signal using complex notation as

\[ E_s = A_s \exp[-i(\omega_0 t + \phi_s)], \]  

(10.1.1)

where \( \omega_0 \) is the carrier frequency, \( A_s \) is the amplitude, and \( \phi_s \) is the phase. The optical field associated with the local oscillator is given by a similar expression,

\[ E_{LO} = A_{LO} \exp[-i(\omega_{LO} t + \phi_{LO})], \]  

(10.1.2)

where \( A_{LO}, \omega_{LO}, \) and \( \phi_{LO} \) represent the amplitude, frequency, and phase of the local oscillator, respectively. The scalar notation is used for both \( E_s \) and \( E_{LO} \) after assuming that the two fields are identically polarized (polarization-mismatch issues are discussed later in Section 10.5.3). Since a photodetector responds to the optical intensity, the optical power incident at the photodetector is given by

\[ P(t) = P_s + P_{LO} + 2\sqrt{P_s P_{LO}} \cos(\omega_{IF} t + \phi_0 - \phi_{LO}), \]  

(10.1.3)

where

\[ P_s = KA_s^2, \quad P_{LO} = KA_{LO}^2, \quad \omega_{IF} = \omega_0 - \omega_{LO}. \]  

(10.1.4)

The frequency \( \nu_{IF} \equiv \omega_{IF}/2\pi \) is known as the intermediate frequency (IF). When \( \omega_0 \neq \omega_{LO} \), the optical signal is demodulated in two stages; its carrier frequency is first converted to an intermediate frequency \( \nu_{IF} \) (typically 0.1–5 GHz) before the signal is demodulated to the baseband. It is not always necessary to use an intermediate frequency.
In fact, there are two different coherent detection techniques to choose from, depending on whether or not \( \omega_{IF} \) equals zero. They are known as homodyne and heterodyne detection techniques.

### 10.1.2 Homodyne Detection

In this coherent-detection technique, the local-oscillator frequency \( \omega_{LO} \) is selected to coincide with the signal-carrier frequency \( \omega_0 \) so that \( \omega_{IF} = 0 \). From Eq. (10.1.3), the photocurrent \( I = RP \), where \( R \) is the detector responsivity) is given by

\[
I(t) = R(P_s + P_{LO}) + 2R\sqrt{P_sP_{LO}}\cos(\phi_s - \phi_{LO}).
\]  

Typically, \( P_{LO} \gg P_s \) and \( P_s + P_{LO} \approx P_{LO} \). The last term in Eq. (10.1.5) contains the information transmitted and is used by the decision circuit. Consider the case in which the local-oscillator phase is locked to the signal phase so that \( \phi_s = \phi_{LO} \). The homodyne signal is then given by

\[
I_p(t) = 2R\sqrt{P_sP_{LO}}.
\]  

The main advantage of homodyne detection is evident from Eq. (10.1.6) if we note that the signal current in the direct-detection case is given by \( I_{dd}(t) = RP_s(t) \). Denoting the average optical power by \( P_s \), the average electrical power is increased by a factor of \( 4P_{LO}/P_s \) with the use of homodyne detection. Since \( P_{LO} \) can be made much larger than \( P_s \), the power enhancement can exceed 20 dB. Although shot noise is also enhanced, it is shown later in this section that homodyne detection improves the signal-to-noise ratio (SNR) by a large factor.

Another advantage of coherent detection is evident from Eq. (10.1.5). Because the last term in this equation contains the signal phase explicitly, it is possible to transmit information by modulating the phase or frequency of the optical carrier. Direct detection does not allow phase or frequency modulation, as all information about the signal phase is lost. The new modulation formats for coherent systems are discussed in Section 10.2.

A disadvantage of homodyne detection also results from its phase sensitivity. Since the last term in Eq. (10.1.5) contains the local-oscillator phase \( \phi_{LO} \) explicitly, clearly \( \phi_{LO} \) should be controlled. Ideally, \( \phi_s \) and \( \phi_{LO} \) should stay constant except for the intentional modulation of \( \phi_s \). In practice, both \( \phi_s \) and \( \phi_{LO} \) fluctuate with time in a random manner. However, their difference \( \phi_s - \phi_{LO} \) can be forced to remain nearly constant through an optical phase-locked loop. The implementation of such a loop is not simple and makes the design of optical homodyne receivers quite complicated.

### 10.1.3 Heterodyne Detection

In the case of heterodyne detection the local-oscillator frequency \( \omega_{LO} \) is chosen to differ from the signal-carrier frequency \( \omega_0 \) such that the intermediate frequency \( \omega_{IF} \) is
in the microwave region (\(v_{rf} \sim 1\) GHz). Using Eq. (10.1.3) together with \(I = RP\), the photocurrent is now given by

\[ I(t) = R(P_t + P_{LO}) + 2R\sqrt{P_tP_{LO}}\cos(\omega_{rf}t + \phi_r - \phi_{LO}). \]  

Since \(P_{LO} \gg P_t\) in practice, the direct-current (dc) term is nearly constant and can be removed easily using bandpass filters. The heterodyne signal is then given by the alternating-current (ac) term in Eq. (10.1.7) or by

\[ I_{ac}(t) = 2R\sqrt{P_tP_{LO}}\cos(\omega_{rf}t + \phi_r - \phi_{LO}). \]  

Similar to the case of homodyne detection, information can be transmitted through amplitude, phase, or frequency modulation of the optical carrier. More importantly, the local oscillator still amplifies the received signal by a large factor, thereby improving the SNR. However, the SNR improvement is lower by a factor of 2 (or by 3 dB) compared with the homodyne case. This reduction is referred to as the heterodyne-detection penalty. The origin of the 3-dB penalty can be seen by considering the signal power (proportional to the square of the current). Because of the ac nature of \(I_{ac}\), the average signal power is reduced by a factor of 2 when \(I_{ac}^2\) is averaged over a full cycle at the intermediate frequency (recall that the average of \(\cos^2 \theta\) over \(\theta\) is \(\frac{1}{2}\)).

The advantage gained at the expense of the 3-dB penalty is that the receiver design is considerably simplified because an optical phase-locked loop is no longer needed. Fluctuations in both \(\phi_r\) and \(\phi_{LO}\) still need to be controlled using narrow-linewidth semiconductor lasers for both optical sources. However, as discussed in Section 10.5.1, the linewidth requirements are quite moderate when an asynchronous demodulation scheme is used. This feature makes the heterodyne-detection scheme quite suitable for practical implementation in coherent lightwave systems.

### 10.1.4 Signal-to-Noise Ratio

The advantage of coherent detection for lightwave systems can be made more quantitative by considering the SNR of the receiver current. For this purpose, it is necessary to extend the analysis of Section 4.4 to the case of heterodyne detection. The receiver current fluctuates because of shot noise and thermal noise. The variance \(\sigma^2\) of current fluctuations is obtained by adding the two contributions so that

\[ \sigma^2 = \sigma^2_t + \sigma^2_f, \]  

where

\[ \sigma^2_t = 2q(I + I_d)\Delta f, \quad \sigma^2_f = (4k_BT/R_L)F_o\Delta f. \]  

The notation used here is the same as in Section 4.4. The main difference from the analysis of Section 4.4 occurs in the shot-noise contribution. The current \(I\) in Eq. (1.10.2) is the total photocurrent generated at the detector and is given by Eq. (10.1.5) or Eq. (10.1.7), depending on whether homodyne or heterodyne detection is employed. In practice, \(P_{LO} \gg P_t\), and \(I\) in Eq. (10.1.10) can be replaced by the dominant term \(RP_{LO}\) for both cases.
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The SNR is obtained by dividing the average signal power by the average noise power. In the heterodyne case, it is given by

$$\text{SNR} = \frac{\langle P_s^2 \rangle}{\sigma_n^2} = \frac{2R^2P_sP_{LO}}{2q(RP_{LO} + I_d)\Delta f + \sigma_f^2}. \quad (10.1.11)$$

In the homodyne case, the SNR is larger by a factor of 2 if we assume that $\phi_f = \phi_{LO}$ in Eq. (10.1.5). The main advantage of coherent detection can be seen from Eq. (10.1.11). Since the local-oscillator power $P_{LO}$ can be controlled at the receiver, it can be made large enough that the receiver noise is dominated by shot noise. More specifically, $\sigma_f^2 \gg \sigma_T^2$ when

$$P_{LO} \gg \sigma_f^2/(2qR\Delta f). \quad (10.1.12)$$

Under the same conditions, the dark-current contribution to the shot noise is negligible $(I_d \ll RP_{LO})$. The SNR is then given by

$$\text{SNR} \approx \frac{R\tilde{P}_s}{q\Delta f} = \frac{\eta \tilde{P}_s}{h\nu \Delta f}, \quad (10.1.13)$$

where $R = \eta q/h\nu$ was used from Eq. (4.1.3). The use of coherent detection allows one to achieve the shot-noise limit even for $p-i-n$ receivers whose performance is generally limited by thermal noise. Moreover, in contrast with the case of avalanche photodiode (APD) receivers, this limit is realized without adding any excess shot noise.

It is useful to express the SNR in terms of the number of photons, $N_p$, received within a single bit. At the bit rate $B$, the signal power $\tilde{P}_s$ is related to $N_p$ as $\tilde{P}_s = N_p h\nu B$. Typically, $\Delta f \approx B/2$. By using these values of $\tilde{P}_s$ and $\Delta f$ in Eq. (10.1.13), the SNR is given by a simple expression

$$\text{SNR} = 2\eta N_p. \quad (10.1.14)$$

In the case of homodyne detection, SNR is larger by a factor of 2 and is given by $\text{SNR} = 4\eta N_p$. Section 10.4 discusses the dependence of the BER on SNR and shows how receiver sensitivity is improved by the use of coherent detection.

### 10.2 Modulation Formats

As discussed in Section 10.1, an important advantage of using the coherent detection techniques is that both the amplitude and the phase of the received optical signal can be detected and measured. This feature opens up the possibility of sending information by modulating either the amplitude, or the phase, or the frequency of an optical carrier. In the case of digital communication systems, the three possibilities give rise to three modulation formats known as amplitude-shift keying (ASK), phase-shift keying (PSK), and frequency-shift keying (FSK) [1]–[6]. Figure 10.2 shows schematically the three modulation formats for a specific bit pattern. In the following subsections we consider each format separately and discuss its implementation in practical lightwave systems.
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10.2.1 ASK Format

The electric field associated with an optical signal can be written as [by taking the real part of Eq. (10.1.1)]

\[ E_s(t) = A_s(t) \cos(\omega_0 t + \phi_s(t)) \]  \hspace{1cm} (10.2.1)

In the case of ASK format, the amplitude \( A_s \) is modulated while keeping \( \omega_0 \) and \( \phi_s \) constant. For binary digital modulation, \( A_s \) takes one of the two fixed values during each bit period, depending on whether 1 or 0 bit is being transmitted. In most practical situations, \( A_s \) is set to zero during transmission of 0 bits. The ASK format is then called on–off keying (OOK) and is identical with the modulation scheme commonly used for noncoherent (IM/DD) digital lightwave systems.

The implementation of ASK for coherent systems differs from the case of the direct-detection systems in one important aspect. Whereas the optical bit stream for direct-detection systems can be generated by modulating a light-emitting diode (LED) or a semiconductor laser directly, external modulation is necessary for coherent communication systems. The reason behind this necessity is related to phase changes that...
invariably occur when the amplitude $A_x$ (or the power) is changed by modulating the current applied to a semiconductor laser (see Section 3.5.3). For IM/DD systems, such unintentional phase changes are not seen by the detector (as the detector responds only to the optical power) and are not of major concern except for the chirp-induced power penalty discussed in Section 5.4.4. The situation is entirely different in the case of coherent systems, where the detector response depends on the phase of the received signal. The implementation of ASK format for coherent systems requires the phase $\phi_0$ to remain nearly constant. This is achieved by operating the semiconductor laser continuously at a constant current and modulating its output by using an external modulator (see Section 3.6.4). Since all external modulators have some insertion losses, a power penalty incurs whenever an external modulator is used; it can be reduced to below 1 dB for monolithically integrated modulators.

As discussed in Section 3.6.4, a commonly used external modulator makes use of LiNbO$_3$ waveguides in a Mach–Zehnder (MZ) configuration [17]. The performance of external modulators is quantified through the on–off ratio (also called extinction ratio) and the modulation bandwidth. LiNbO$_3$ modulators provide an on–off ratio in excess of 20 and can be modulated at speeds up to 75 GHz [18]. The driving voltage is typically 5 V but can be reduced to near 3 V with a suitable design. Other materials can also be used to make external modulators. For example, a polymeric electro-optic MZ modulator required only 1.8 V for shifting the phase of a 1.55-µm signal by $\pi$ in one of the arms of the MZ interferometer [19].

Electroabsorption modulators, made using semiconductors, are often preferred because they do not require the use of an interferometer and can be integrated monolithically with the laser (see Section 3.6.4). Optical transmitters with an integrated electroabsorption modulator capable of modulating at 10 Gb/s were available commercially by 1999 and are used routinely for IM/DD lightwave systems [20]. By 2001, such integrated modulators exhibited a bandwidth of more than 50 GHz and had the potential of operating at bit rates of up to 100 Gb/s [21]. They are likely to be employed for coherent systems as well.

### 10.2.2 PSK Format

In the case of PSK format, the optical bit stream is generated by modulating the phase $\phi_0$ in Eq. (10.2.1) while the amplitude $A_x$ and the frequency $\omega_0$ of the optical carrier are kept constant. For binary PSK, the phase $\phi_0$ takes two values, commonly chosen to be 0 and $\pi$. Figure 10.2 shows the binary PSK format schematically for a specific bit pattern. An interesting aspect of the PSK format is that the optical intensity remains constant during all bits and the signal appears to have a CW form. Coherent detection is a necessity for PSK as all information would be lost if the optical signal were detected directly without mixing it with the output of a local oscillator.

The implementation of PSK requires an external modulator capable of changing the optical phase in response to an applied voltage. The physical mechanism used by such modulators is called electrorefraction. Any electro-optic crystal with proper orientation can be used for phase modulation. A LiNbO$_3$ crystal is commonly used in practice. The design of LiNbO$_3$-based phase modulators is much simpler than that of an amplitude modulator as a Mach–Zehnder interferometer is no longer needed, and
a single waveguide can be used. The phase shift $\delta \phi$ occurring while the CW signal passes through the waveguide is related to the index change $\delta n$ by the simple relation

$$\delta \phi = \frac{2\pi}{\lambda}(\delta n)l_m,$$

(10.2.2)

where $l_m$ is the length over which index change is induced by the applied voltage. The index change $\delta n$ is proportional to the applied voltage, which is chosen such that $\delta \phi = \pi$. Thus, a phase shift of $\pi$ can be imposed on the optical carrier by applying the required voltage for the duration of each “1” bit.

Semiconductors can also be used to make phase modulators, especially if a multi-quantum-well (MQW) structure is used. The electrorefraction effect originating from the quantum-confinement Stark effect is enhanced for a quantum-well design. Such MQW phase modulators have been developed [22]–[27] and are able to operate at a bit rate of up to 40 Gb/s in the wavelength range 1.3–1.6 $\mu$m. Already in 1992, MQW devices had a modulation bandwidth of 20 GHz and required only 3.85 V for introducing a $\pi$ phase shift when operated near 1.55 $\mu$m [22]. The operating voltage was reduced to 2.8 V in a phase modulator based on the electroabsorption effect in a MQW waveguide [23]. A spot-size converter is sometimes integrated with the phase modulator to reduce coupling losses [24]. The best performance is achieved when a semiconductor phase modulator is monolithically integrated within the transmitter [25]. Such transmitters are quite useful for coherent lightwave systems.

The use of PSK format requires that the phase of the optical carrier remain stable so that phase information can be extracted at the receiver without ambiguity. This requirement puts a stringent condition on the tolerable linewidths of the transmitter laser and the local oscillator. As discussed later in Section 10.5.1, the linewidth requirement can be somewhat relaxed by using a variant of the PSK format, known as differential phase-shift keying (DPSK). In the case of DPSK, information is coded by using the phase difference between two neighboring bits. For instance, if $\phi_k$ represents the phase of the $k$th bit, the phase difference $\Delta \phi = \phi_k - \phi_{k-1}$ is changed by $\pi$ or 0, depending on whether the $k$th bit is a 1 or 0 bit. The advantage of DPSK is that the transmittal signal can be demodulated successfully as long as the carrier phase remains relatively stable over a duration of two bits.

### 10.2.3 FSK Format

In the case of FSK modulation, information is coded on the optical carrier by shifting the carrier frequency $\omega_0$ itself [see Eq. (10.2.1)]. For a binary digital signal, $\omega_0$ takes two values, $\omega_0 + \Delta \omega$ and $\omega_0 - \Delta \omega$, depending on whether a 1 or 0 bit is being transmitted. The shift $\Delta f = \Delta \omega / 2\pi$ is called the frequency deviation. The quantity $2\Delta f$ is sometimes called tone spacing, as it represents the frequency spacing between 1 and 0 bits. The optical field for FSK format can be written as

$$E_s(t) = A_s \cos[(\omega_0 \pm \Delta \omega)t + \phi_s],$$

(10.2.3)

where $+$ and $-$ signs correspond to 1 and 0 bits. By noting that the argument of cosine can be written as $\omega_0 t + (\phi_s \pm \Delta \omega t)$, the FSK format can also be viewed as a kind of
PSK modulation such that the carrier phase increases or decreases linearly over the bit duration.

The choice of the frequency deviation $\Delta f$ depends on the available bandwidth. The total bandwidth of a FSK signal is given approximately by $2\Delta f + 2B$, where $B$ is the bit rate [1]. When $\Delta f \gg B$, the bandwidth approaches $2\Delta f$ and is nearly independent of the bit rate. This case is often referred to as wide-deviation or wideband FSK. In the opposite case of $\Delta f \ll B$, called narrow-deviation or narrowband FSK, the bandwidth approaches $2B$. The ratio $\beta_{FM} = \Delta f / B$, called the frequency modulation (FM) index, serves to distinguish the two cases, depending on whether $\beta_{FM} \gg 1$ or $\beta_{FM} \ll 1$.

The implementation of FSK requires modulators capable of shifting the frequency of the incident optical signal. Electro-optic materials such as LiNbO$_3$ normally produce a phase shift proportional to the applied voltage. They can be used for FSK by applying a triangular voltage pulse (sawtooth-like), since a linear phase change corresponds to a frequency shift. An alternative technique makes use of Bragg scattering from acoustic waves. Such modulators are called acousto-optic modulators. Their use is somewhat cumbersome in the bulk form. However, they can be fabricated in compact form using surface acoustic waves on a slab waveguide. The device structure is similar to that of an acousto-optic filter used for wavelength-division multiplexing (WDM) applications (see Section 8.3.1). The maximum frequency shift is typically limited to below 1 GHz for such modulators.

The simplest method for producing an FSK signal makes use of the direct-modulation capability of semiconductor lasers. As discussed in Section 3.5.2, a change in the operating current of a semiconductor laser leads to changes in both the amplitude and frequency of emitted light. In the case of ASK, the frequency shift or the chirp of the emitted optical pulse is undesirable. But the same frequency shift can be used to advantage for the purpose of FSK. Typical values of frequency shifts are $\sim 1$ GHz/mA. Therefore, only a small change in the operating current ($\sim 1$ mA) is required for producing the FSK signal. Such current changes are small enough that the amplitude does not change much from bit to bit.

For the purpose of FSK, the FM response of a distributed feedback (DFB) laser should be flat over a bandwidth equal to the bit rate. As seen in Fig. 10.3, most DFB lasers exhibit a dip in their FM response at a frequency near 1 MHz [28]. The reason is that two different physical phenomena contribute to the frequency shift when the device current is changed. Changes in the refractive index, responsible for the frequency shift, can occur either because of a temperature shift or because of a change in the carrier density. The thermal effects contribute only up to modulation frequencies of about 1 MHz because of their slow response. The FM response decreases in the frequency range 0.1–10 MHz because the thermal contribution and the carrier-density contribution occur with opposite phases.

Several techniques can be used to make the FM response more uniform. An equalization circuit improves uniformity but also reduces the modulation efficiency. Another technique makes use of transmission codes which reduce the low-frequency components of the data where distortion is highest. Multisection DFB lasers have been developed to realize a uniform FM response [29]–[35]. Figure 10.3 shows the FM response of a two-section DFB laser. It is not only uniform up to about 1 GHz, but its modulation efficiency is also high. Even better performance is realized by using three-section
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Figure 10.3: FM response of a typical DFB semiconductor laser exhibiting a dip in the frequency range 0.1–10 MHz. (After Ref. [12]; ©1988 IEEE; reprinted with permission.)

DBR lasers described in Section 3.4.3 in the context of tunable lasers. Flat FM response from 100 kHz to 15 GHz was demonstrated [29] in 1990 in such lasers. By 1995, the use of gain-coupled, phase-shifted, DFB lasers extended the range of uniform FM response from 10 kHz to 20 GHz [33]. When FSK is performed through direct modulation, the carrier phase varies continuously from bit to bit. This case is often referred to as continuous-phase FSK (CPFSK). When the tone spacing $2\Delta f$ is chosen to be $B/2 (\beta_{FM} = \frac{1}{2})$, CPFSK is also called minimum-shift keying (MSK).

10.3 Demodulation Schemes

As discussed in Section 10.1, either homodyne or heterodyne detection can be used to convert the received optical signal into an electrical form. In the case of homodyne detection, the optical signal is demodulated directly to the baseband. Although simple in concept, homodyne detection is difficult to implement in practice, as it requires a local oscillator whose frequency matches the carrier frequency exactly and whose phase is locked to the incoming signal. Such a demodulation scheme is called synchronous and is essential for homodyne detection. Although optical phase-locked loops have been developed for this purpose, their use is complicated in practice. Heterodyne detection simplifies the receiver design, as neither optical phase locking nor frequency matching of the local oscillator is required. However, the electrical signal oscillates rapidly at microwave frequencies and must be demodulated from the IF band to the baseband using techniques similar to those developed for microwave communication systems [1]–[6]. Demodulation can be carried out either synchronously or asynchronously. Asynchronous demodulation is also called incoherent in the radio communication literature. In the optical communication literature, the term coherent detection is used in a wider sense. A lightwave system is called coherent as long as it uses a local oscillator irrespective of the demodulation technique used to convert the IF signal to baseband frequencies. This section focuses on the synchronous and asynchronous demodulation schemes for heterodyne systems.
10.3.1 Heterodyne Synchronous Demodulation

Figure 10.4 shows a synchronous heterodyne receiver schematically. The current generated at the photodiode is passed through a bandpass filter (BPF) centered at the intermediate frequency $\omega_{IF}$. The filtered current in the absence of noise can be written as [see Eq. (10.1.8)]

$$I_f(t) = I_p \cos(\omega_{IF} t - \phi),$$

(10.3.1)

where $I_p = 2R\sqrt{F_rP_{LO}}$ and $\phi = \phi_{LO} - \phi_s$ is the phase difference between the local oscillator and the signal. The noise is also filtered by the BPF. Using the in-phase and out-of-phase quadrature components of the filtered Gaussian noise [1], the receiver noise is included through

$$I_f(t) = (I_p \cos \phi + i_c) \cos(\omega_{IF} t) + (I_p \sin \phi + i_s) \sin(\omega_{IF} t),$$

(10.3.2)

where $i_c$ and $i_s$ are Gaussian random variables of zero mean with variance $\sigma^2$ given by Eq. (10.1.9). For synchronous demodulation, $I_f(t)$ is multiplied by $\cos(\omega_{IF} t)$ and filtered by a low-pass filter. The resulting baseband signal is

$$I_d = \langle I_f \cos(\omega_{IF} t) \rangle = \frac{1}{2} (I_p \cos \phi + i_c),$$

(10.3.3)

where angle brackets denote low-pass filtering used for rejecting the ac components oscillating at $2\omega_{IF}$. Equation (10.3.3) shows that only the in-phase noise component affects the performance of synchronous heterodyne receivers.

Synchronous demodulation requires recovery of the microwave carrier at the intermediate frequency $\omega_{IF}$. Several electronic schemes can be used for this purpose, all requiring a kind of electrical phase-locked loop [36]. Two commonly used loops are the squaring loop and the Costas loop. A squaring loop uses a square-law device to obtain a signal of the form $\cos^2(\omega_{IF} t)$ that has a frequency component at $2\omega_{IF}$. This component can be used to generate a microwave signal at $\omega_{IF}$.

10.3.2 Heterodyne Asynchronous Demodulation

Figure 10.5 shows an asynchronous heterodyne receiver schematically. It does not require recovery of the microwave carrier at the intermediate frequency, resulting in a much simpler receiver design. The filtered signal $I_f(t)$ is converted to the baseband by
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Figure 10.5: Block diagram of an asynchronous heterodyne receiver.

using an envelope detector, followed by a low-pass filter. The signal received by the
decision circuit is just \( I_d = |I_f| \), where \( I_f \) is given by Eq. (10.3.2). It can be written as

\[
I_d = |I_f| = \left[ (I_p \cos \phi + i_c)^2 + (I_p \sin \phi + i_s)^2 \right]^{1/2}.  \tag{10.3.4}
\]

The main difference is that both the in-phase and out-of-phase quadrature components
of the receiver noise affect the signal. The SNR is thus degraded compared with the
case of synchronous demodulation. As discussed in Section 10.4, sensitivity degrada-
tion resulting from the reduced SNR is quite small (about 0.5 dB). As the phase-
stability requirements are quite modest in the case of asynchronous demodulation, this
scheme is commonly used for coherent lightwave systems.

The asynchronous heterodyne receiver shown in Fig. 10.5 requires modifications
when the FSK and PSK modulation formats are used. Figure 10.6 shows two demod-
ulation schemes. The FSK dual-filter receiver uses two separate branches to process
the 1 and 0 bits whose carrier frequencies, and hence the intermediate frequencies, are
different. The scheme can be used whenever the tone spacing is much larger than the
bit rates, so that the spectra of 1 and 0 bits have negligible overlap (wide-deviation
FSK). The two BPFs have their center frequencies separated exactly by the tone spac-
ing so that each BPF passes either 1 or 0 bits only. The FSK dual-filter receiver can be
thought of as two ASK single-filter receivers in parallel whose outputs are combined
before reaching the decision circuit. A single-filter receiver of Fig. 10.5 can be used
for FSK demodulation if its bandwidth is chosen to be wide enough to pass the entire
bit stream. The signal is then processed by a frequency discriminator to identify 1 and
0 bits. This scheme works well only for narrow-deviation FSK, for which tone spacing
is less than or comparable to the bit rate \( (\beta_{FM} \leq 1) \).

Asynchronous demodulation cannot be used in the case the PSK format because the
phase of the transmitter laser and the local oscillator are not locked and can drift
with time. However, the use of DPSK format permits asynchronous demodulation by
using the delay scheme shown in Fig. 10.6(b). The idea is to multiply the received
bit stream by a replica of it that has been delayed by one bit period. The resulting
signal has a component of the form \( \cos(\phi_k - \phi_{k-1}) \), where \( \phi_k \) is the phase of the \( k \)
bit, which can be used to recover the bit pattern since information is encoded in the
phase difference \( \phi_k - \phi_{k-1} \). Such a scheme requires phase stability only over a few bits
and can be implemented by using DFB semiconductor lasers. The delay-demodulation
scheme can also be used for CPFSK. The amount of delay in that case depends on the tone spacing and is chosen such that the phase is shifted by $\pi$ for the delayed signal.

### 10.4 Bit-Error Rate

The preceding three sections have provided enough background material for calculating the bit-error rate (BER) of coherent lightwave systems. However, the BER, and hence the receiver sensitivity, depend on the modulation format as well as on the demodulation scheme used by the coherent receiver. The section considers each case separately.

#### 10.4.1 Synchronous ASK Receivers

Consider first the case of heterodyne detection. The signal used by the decision circuit is given by Eq. (10.3.3). The phase $\phi$ generally varies randomly because of phase fluctuations associated with the transmitter laser and the local oscillator. As discussed in Section 10.5, the effect of phase fluctuations can be made negligible by using semiconductor lasers whose linewidth is a small fraction of the bit rate. Assuming this to be the case and setting $\phi = 0$ in Eq. (10.3.2), the decision signal is given by

$$I_d = \frac{1}{2}(I_p + i_c),$$  \hspace{1cm} (10.4.1)
where \( I_p = 2R(P_sP_{LO})^{1/2} \) takes values \( I_1 \) or \( I_0 \) depending on whether a 1 or 0 bit is being detected.

Consider the case \( I_0 = 0 \) in which no power is transmitted during the 0 bits. Except for the factor of \( 1/2 \) in Eq. (10.4.1), the situation is analogous to the case of direct detection discussed in Section 4.5. The factor of \( 1/2 \) does not affect the BER since both the signal and the noise are reduced by the same factor, leaving the SNR unchanged. In fact, one can use the same result [Eq. (4.5.9)],

\[
\text{BER} = \frac{1}{2} \text{erfc} \left( \frac{Q}{\sqrt{2}} \right),
\]

where \( Q \) is given by Eq. (4.5.10) and can be written as

\[
Q = \frac{I_1 - I_0}{\sigma_I + \sigma_0} \approx \frac{I_1}{2\sigma_I} = \frac{1}{2}(\text{SNR})^{1/2}.
\]

In relating \( Q \) to SNR, we used \( I_0 = 0 \) and set \( \sigma_0 \approx \sigma_I \). The latter approximation is justified for most coherent receivers whose noise is dominated by the shot noise induced by local-oscillator power and remains the same irrespective of the received signal power. Indeed, as shown in Section 10.1.4, the SNR of such receivers can be related to the number of photons received during each 1 bit by the simple relation \( \text{SNR} = 2\eta N_p \) [see Eq. (10.1.14)]. Equations (10.4.2) and (10.4.3) then provide the following expression for the BER:

\[
\text{BER} = \frac{1}{2} \text{erfc} \left( \sqrt{\eta N_p} \right). \quad \text{[ASK heterodyne]} \tag{10.4.4}
\]

One can use the same method to calculate the BER in the case of ASK homodyne receivers. Equations (10.4.2) and (10.4.3) still remain applicable. However, the SNR is improved by 3 dB for the homodyne case, so that \( \text{SNR} = 4\eta N_p \) and

\[
\text{BER} = \frac{1}{2} \text{erfc} \left( \sqrt{4\eta N_p} \right). \quad \text{[ASK homodyne]} \tag{10.4.5}
\]

Equations (10.4.4) and (10.4.5) can be used to calculate the receiver sensitivity at a specific BER. Similar to the direct-detection case discussed in Section 4.4, we can define the receiver sensitivity \( P_{\text{rec}} \) as the average received power required for realizing a BER of \( 10^{-9} \) or less. From Eqs. (10.4.2) and (10.4.3), \( \text{BER} = 10^{-9} \) when \( Q \approx 6 \) or when \( \text{SNR} = 144 \) (21.6 dB). For the ASK heterodyne case we can use Eq. (10.1.14) to relate SNR to \( P_{\text{rec}} \) if we note that \( P_{\text{rec}} = \tilde{P}/2 \) simply because signal power is zero during the 0 bits. The result is

\[
\tilde{P}_{\text{rec}} = 2Q^2\hbar v\Delta f/\eta = 72\hbar v\Delta f/\eta. \tag{10.4.6}
\]

For the ASK homodyne case, \( P_{\text{rec}} \) is smaller by a factor of 2 because of the 3-dB homodyne-detection advantage discussed in Section 10.1.3. As an example, for a 1.55-\( \mu \text{m} \) ASK heterodyne receiver with \( \eta = 0.8 \) and \( \Delta f = 1 \text{ GHz} \), the receiver sensitivity is about 12 nW and reduces to 6 nW if homodyne detection is used.

The receiver sensitivity is often quoted in terms of the number of photons \( N_p \) using Eqs. (10.4.4) and (10.4.5) as such a choice makes it independent of the receiver
bandwidth and the operating wavelength. Furthermore, \( \eta \) is also set to 1 so that the sensitivity corresponds to an ideal photodetector. It is easy to verify that for realizing a BER of \( 10^{-9} \), \( N_p \) should be 72 and 36 in the heterodyne and homodyne cases, respectively. It is important to remember that \( N_p \) corresponds to the number of photons within a single 1 bit. The average number of photons per bit, \( \bar{N}_p \), is reduced by a factor of 2 if we assume that 0 and 1 bits are equally likely to occur in a long bit sequence.

10.4.2 Synchronous PSK Receivers

Consider first the case of heterodyne detection. The signal at the decision circuit is given by Eq. (10.3.3) or by

\[
I_d = \frac{1}{2} (I_p \cos \phi + i_c).
\]

(10.4.7)

The main difference from the ASK case is that \( I_p \) is constant, but the phase \( \phi \) takes values 0 or \( \pi \) depending on whether a 1 or 0 is transmitted. In both cases, \( I_d \) is a Gaussian random variable but its average value is either \( I_p/2 \) or \(-I_p/2\), depending on the received bit. The situation is analogous to the ASK case with the difference that \( I_0 = -I_1 \) in place of being zero. In fact, one can use Eq. (10.4.2) for the BER, but \( Q \) is now given by

\[
Q = \frac{I_1 - I_0}{\sigma_1 + \sigma_0} \approx \frac{2I_1}{2\sigma_1} = (\text{SNR})^{1/2},
\]

(10.4.8)

where \( I_0 = -I_1 \) and \( \sigma_0 = \sigma_1 \) was used. By using \( \text{SNR} = 2\eta N_p \) from Eq. (10.1.14), the BER is given by

\[
\text{BER} = \frac{1}{2} \text{erfc}(\sqrt{\eta N_p}). \quad \text{[PSK heterodyne]}
\]

(10.4.9)

As before, the SNR is improved by 3 dB, or by a factor of 2, in the case of PSK homodyne detection, so that

\[
\text{BER} = \frac{1}{2} \text{erfc}(\sqrt{2\eta N_p}). \quad \text{[PSK homodyne]}
\]

(10.4.10)

The receiver sensitivity at a BER of \( 10^{-9} \) can be obtained by using \( Q = 6 \) and Eq. (10.1.14) for SNR. For the purpose of comparison, it is useful to express the receiver sensitivity in terms of the number of photons \( N_p \). It is easy to verify that \( N_p = 18 \) and 9 for the cases of heterodyne and homodyne PSK detection, respectively. The average number of photons/bit, \( \bar{N}_p \), equals \( N_p \) for the PSK format because the same power is transmitted during 1 and 0 bits. A PSK homodyne receiver is the most sensitive receiver, requiring only 9 photons/bit. It should be emphasized that this conclusion is based on the Gaussian approximation for the receiver noise [37].

It is interesting to compare the sensitivity of coherent receivers with that of a direct-detection receiver. Table 10.1 shows such a comparison. As discussed in Section 4.5.3, an ideal direct-detection receiver requires 10 photons/bit to operate at a BER of \( \leq 10^{-9} \). This value is only slightly inferior to the best case of a PSK homodyne receiver and considerably superior to that of heterodyne schemes. However, it is never achieved in practice because of thermal noise, dark current, and many other factors, which degrade the sensitivity to the extent that \( \bar{N}_p > 1000 \) is usually required. In the case of coherent receivers, \( \bar{N}_p \) below 100 can be realized simply because shot noise can be made dominant by increasing the local-oscillator power. The performance of coherent receivers is discussed in Section 10.6.
### 10.4.3 Synchronous FSK Receivers

Synchronous FSK receivers generally use a dual-filter scheme similar to that shown in Fig. 10.6(a) for the asynchronous case. Each filter passes only 1 or 0 bits. The scheme is equivalent to two complementary ASK heterodyne receivers operating in parallel. This feature can be used to calculate the BER of dual-filter synchronous FSK receivers. Indeed, one can use Eqs. (10.4.2) and (10.4.3) for the FSK case also. However, the SNR is improved by a factor of 2 compared with the ASK case. The improvement is due to the fact that whereas no power is received, on average, half the time for ASK receivers, the same amount of power is received all the time for FSK receivers. Hence the signal power is enhanced by a factor of 2, whereas the noise power remains the same if we assume the same receiver bandwidth in the two cases. By using SNR = $4\eta N_p$ in Eq. (10.4.3), the BER is given by

$$\text{BER} = \frac{1}{2} \text{erfc}(\sqrt{\eta N_p}/2). \quad \text{[FSK heterodyne]} \quad (10.4.11)$$

The receiver sensitivity is obtained from Eq. (10.4.6) by replacing the factor of 72 by 36. In terms of the number of photons, the sensitivity is given by $N_p = 36$. The average number of photons/bit, $\bar{N}_p$, also equals 36, since each bit carries the same energy. A comparison of ASK and FSK heterodyne schemes in Table 10.1 shows that $\bar{N}_p = 36$ for both schemes. Therefore even though the ASK heterodyne receiver requires 72 photons within the 1 bit, the receiver sensitivity (average received power) is the same for both the ASK and FSK schemes. Figure 10.7 plots the BER as a function of $N_p$ for the ASK, PSK, and FSK formats by using Eqs. (10.4.4), (10.4.9), and (10.4.11). The dotted curve shows the BER for the case of synchronous PSK homodyne receiver discussed in Section 10.4.2. The dashed curves correspond to the case of asynchronous receivers discussed in the following subsections.

### 10.4.4 Asynchronous ASK Receivers

The BER calculation for asynchronous receivers is slightly more complicated than for synchronous receivers because the noise statistics does not remain Gaussian when an
Figure 10.7: Bit-error-rate curves for various modulation formats. The solid and dashed lines correspond to the cases of synchronous and asynchronous demodulation, respectively.

An envelope detector is used (see Fig. 10.5). The reason can be understood from Eq. (10.3.4), which shows the signal received by the decision circuit. In the case of an ideal ASK heterodyne receiver without phase fluctuations, $\phi$ can be set to zero so that (subscript $d$ is dropped for simplicity of notation)

$$I = (I_p + i_c)^2 + i_s^2)^{1/2}. \quad (10.4.12)$$

Even though both $I_p + i_c$ and $i_s$ are Gaussian random variables, the probability density function (PDF) of $I$ is not Gaussian. It can be calculated by using a standard technique [38] and is found to be given by [39]

$$p(I, I_p) = \frac{1}{\sigma^2} \exp \left( - \frac{I^2 + I_p^2}{2\sigma^2} \right) I_0 \left( \frac{I_p I}{\sigma^2} \right), \quad (10.4.13)$$

where $I_0$ represents the modified Bessel function of the first kind. Both $i_c$ and $i_s$ are assumed to have a Gaussian PDF with zero mean and the same standard deviation $\sigma$, where $\sigma$ is the RMS noise current. The PDF given by Eq. (10.4.13) is known as the Rice distribution [39]. Note that $I$ varies in the range $0$ to $\infty$, since the output of an envelope detector can have only positive values. When $I_p = 0$, the Rice distribution reduces to the Rayleigh distribution, well known in statistical optics [38].

The BER calculation follows the analysis of Section 4.5.1 with the only difference that the Rice distribution needs to be used in place of the Gaussian distribution. The BER is given by Eq. (4.5.2) or by

$$BER = \frac{1}{2} \left[ P(0/1) + P(1/0) \right], \quad (10.4.14)$$
where
\[ P(0/1) = \int_0^{I_D} p(I, I_1) dI, \quad P(1/0) = \int_{I_D}^{\infty} p(I, I_0) dI. \] (10.4.15)

The notation is the same as that of Section 4.5.1. In particular, \( I_D \) is the decision level and \( I_1 \) and \( I_0 \) are values of \( I_p \) for 1 and 0 bits. The noise is the same for all bits (\( \sigma_0 = \sigma_1 = \sigma \)) because it is dominated by the local oscillator power. The integrals in Eq. (10.4.15) can be expressed in terms of Marcum's \( Q \) function defined as [40]
\[ Q(\alpha, \beta) = \int_{\beta}^{\infty} x \exp \left( -\frac{x^2 + \alpha^2}{2} \right) I_0(\alpha x) dx. \] (10.4.16)

The result for the BER is
\[ \text{BER} = \frac{1}{2} \left[ 1 - Q \left( \frac{I_1}{\sigma} \sigma \right) + Q \left( \frac{I_0}{\sigma} \sigma \right) \right]. \] (10.4.17)

The decision level \( I_D \) is chosen such that the BER is minimum for given values of \( I_1, I_0, \) and \( \sigma \). It is difficult to obtain an analytic expression of \( I_D \) under general conditions. However, under typical operating conditions, \( I_0 \approx 0, I_1/\sigma \gg 1, \) and \( I_D \) is well approximated by \( I_1/2 \). The BER then becomes
\[ \text{BER} \approx \frac{1}{2} \exp(-I_1^2/8\sigma^2) = \frac{1}{2} \exp(-\text{SNR}/8). \] (10.4.18)

When the receiver noise \( \sigma \) is dominated by the shot noise, the SNR is given by Eq. (10.1.14). Using \( \text{SNR} = 2\eta N_p \), we obtain the final result,
\[ \text{BER} = \frac{1}{2} \exp(-\eta N_p/4), \] (10.4.19)

which should be compared with Eq. (10.4.4) obtained for the case of synchronous ASK heterodyne receivers. Equation (10.4.19) is plotted in Fig. 10.7 with a dashed line. It shows that the BER is larger in the asynchronous case for the same value of \( \eta N_p \). However, the difference is so small that the receiver sensitivity at a BER of \( 10^{-9} \) is degraded by only about 0.5 dB. If we assume that \( \eta = 1 \), Eq. (10.4.19) shows that \( \text{BER} = 10^{-9} \) for \( N_p = 80 \) (\( N_p = 72 \) for the synchronous case). Asynchronous receivers hence provide performance comparable to that of synchronous receivers and are often used in practice because of their simpler design.

### 10.4.5 Asynchronous FSK Receivers

Although a single-filter heterodyne receiver can be used for FSK, it has the disadvantage that one-half of the received power is rejected, resulting in an obvious 3-dB penalty. For this reason, a dual-filter FSK receiver [see Fig. 10.6(a)] is commonly employed in which 1 and 0 bits pass through separate filters. The output of two envelope detectors are subtracted, and the resulting signal is used by the decision circuit. Since the average current takes values \( I_p \) and \( -I_p \) for 1 and 0 bits, the decision threshold is set in the middle \( (I_D = 0) \). Let \( I \) and \( I' \) be the currents generated in the upper and lower
branches of the dual filter receiver, where both of them include noise currents through Eq. (10.4.12). Consider the case in which 1 bits are received in the upper branch. The current $I$ is then given by Eq. (10.4.12) and follows a Rice distribution with $I_p = I_1$ in Eq. (10.4.13). On the other hand, $I'$ consists only of noise and its distribution is obtained by setting $I_p = 0$ in Eq. (10.4.13). An error is made when $I' > \frac{I_{in}}{2}$, as the signal is then below the decision level, resulting in

$$P(0/1) = \int_0^{\infty} p(I, I_1) \left[ \int_I^{\infty} p(I', 0) dI' \right] dI,$$  (10.4.20)

where the inner integral provides the error probability for a fixed value of $I$ and the outer integral sums it over all possible values of $I$. The probability $P(1/0)$ can be obtained similarly. In fact, $P(1/0) = P(0/1)$ because of the symmetric nature of a dual-filter receiver.

The integral in Eq. (10.4.20) can be evaluated analytically. By using Eq. (10.4.13) in the inner integral with $I_p = 0$, it is easy to verify that

$$\int_I^{\infty} p(I', 0) dI' = \exp \left( -\frac{I^2}{2\sigma^2} \right).$$  (10.4.21)

By using Eqs. (10.4.14), (10.4.20), and (10.4.21) with $P(1/0) = P(0/1)$, the BER is given by

$$BER = \int_0^{\infty} \frac{I}{\sigma^2} \exp \left( -\frac{I_p^2 + \frac{I_1^2}{2\sigma^2}}{2\sigma^2} \right) I_0 \left( \frac{I_1 I}{\sigma^2} \right) \exp \left( -\frac{I^2}{2\sigma^2} \right) dI,$$  (10.4.22)

where $p(I, I_p)$ was substituted from Eq. (10.4.13). By introducing the variable $x = \sqrt{2}I$, Eq. (10.4.22) can be written as

$$BER = \frac{1}{2} \exp \left( -\frac{I^2}{4\sigma^2} \right) \int_0^{\infty} \frac{x}{\sigma^2} \exp \left( -\frac{x^2 + I_p^2/2}{2\sigma^2} \right) l_0 \left( \frac{I_1 x}{\sigma^2\sqrt{2}} \right) dx.$$  (10.4.23)

The integrand in Eq. (10.4.23) is just $p(x, I_1/\sqrt{2})$ and the integral must be 1. The BER is thus simply given by

$$BER = \frac{1}{2} \exp (-I_1^2/4\sigma^2) = \frac{1}{2} \exp (-\text{SNR}/4).$$  (10.4.24)

By using $\text{SNR} = 2\eta N_p$ from Eq. (10.1.14), we obtain the final result

$$BER = \frac{1}{2} \exp (-\eta N_p/2),$$  (10.4.25)

which should be compared with Eq. (10.4.11) obtained for the case of synchronous FSK heterodyne receivers. Figure 10.7 compares the BER in the two cases. Just as in the ASK case, the BER is larger for asynchronous demodulation. However, the difference is small, and the receiver sensitivity is degraded by only about 0.5 dB compared with the synchronous case. If we assume that $\eta = 1$, $N_p = 40$ at a BER of $10^{-9}$ ($N_p = 36$ in the synchronous case), $N_p$ also equals 40, since the same number of photons are received during 1 and 0 bits. Similar to the synchronous case, $N_p$ is the same for both the ASK and FSK formats.
10.5. SENSITIVITY DEGRADATION

Table 10.2 Sensitivity of asynchronous receivers

<table>
<thead>
<tr>
<th>Modulation Format</th>
<th>Bit-Error Rate</th>
<th>$N_p$</th>
<th>$\tilde{N}_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASK heterodyne</td>
<td>$\frac{1}{2} \exp(-\eta N_p/4)$</td>
<td>80</td>
<td>40</td>
</tr>
<tr>
<td>FSK heterodyne</td>
<td>$\frac{1}{2} \exp(-\eta N_p/2)$</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>DPSK heterodyne</td>
<td>$\frac{1}{2} \exp(-\eta N_p)$</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Direct detection</td>
<td>$\frac{1}{2} \exp(-\eta N_p)$</td>
<td>20</td>
<td>10</td>
</tr>
</tbody>
</table>

10.4.6 Asynchronous DPSK Receivers

As mentioned in Section 10.2.2, asynchronous demodulation cannot be used for PSK signals. A variant of PSK, known as DPSK, can be demodulated by using an asynchronous DPSK receiver [see Fig. 10.6(b)]. The filtered current is divided into two parts, and one part is delayed by exactly one bit period. The product of two currents contains information about the phase difference between the two neighboring bits and is used by the decision current to determine the bit pattern.

The BER calculation is more complicated for the DPSK case because the signal is formed by the product of two currents. The final result is, however, quite simple and is given by [11]

$$BER = \frac{1}{2} \exp(-\eta N_p).$$

(10.4.26)

It can be obtained from the FSK result, Eq. (10.4.24), by using a simple argument which shows that the demodulated DPSK signal corresponds to the FSK case if we replace $I_1$ by $2I_1$ and $\sigma^2$ by $2\sigma^2$ [13]. Figure 10.7 shows the BER by a dashed line (the curve marked DPSK). For $\eta = 1$, a BER of $10^{-9}$ is obtained for $N_p = 20$. Thus, a DPSK receiver is more sensitive by 3 dB compared with both ASK and FSK receivers. Table 10.2 lists the BER and the receiver sensitivity for the three modulation schemes used with asynchronous demodulation. The quantum limit of a direct-detection receiver is also listed for comparison. The sensitivity of an asynchronous DPSK receiver is only 3 dB away from this quantum limit.

10.5 Sensitivity Degradation

The sensitivity analysis of the preceding section assumes ideal operating conditions for a coherent lightwave system with perfect components. Many physical mechanisms degrade the receiver sensitivity in practical coherent systems; among them are phase noise, intensity noise, polarization mismatch, and fiber dispersion. In this section we discuss the sensitivity-degradation mechanisms and the techniques used to improve the performance with a proper receiver design.
10.5.1 Phase Noise

An important source of sensitivity degradation in coherent lightwave systems is the phase noise associated with the transmitter laser and the local oscillator. The reason can be understood from Eqs. (10.1.5) and (10.1.7), which show the current generated at the photodetector for homodyne and heterodyne receivers, respectively. In both cases, phase fluctuations lead to current fluctuations and degrade the SNR. Both the signal phase \( \phi_s \) and the local-oscillator phase \( \phi_{\text{LO}} \) should remain relatively stable to avoid the sensitivity degradation. A measure of the duration over which the laser phase remains relatively stable is provided by the coherence time. As the coherence time is inversely related to the laser linewidth \( \Delta v \), it is common to use the linewidth-to-bit rate ratio, \( \Delta v/B \), to characterize the effects of phase noise on the performance of coherent lightwave systems. Since both \( \phi_s \) and \( \phi_{\text{LO}} \) fluctuate independently, \( \Delta v \) is actually the sum of the linewidths \( \Delta v_T \) and \( \Delta v_{\text{LO}} \) associated with the transmitter and the local oscillator, respectively. The quantity \( \Delta v = \Delta v_T + \Delta v_{\text{LO}} \) is often called the IF linewidth.

Considerable attention has been paid to calculate the BER in the presence of phase noise and to estimate the dependence of the power penalty on the ratio \( \Delta v/B \) [41]-[55]. The tolerable value of \( \Delta v/B \) for which the power penalty remains below 1 dB depends on the modulation format as well as on the demodulation technique. In general, the linewidth requirements are most stringent for homodyne receivers. Although the tolerable linewidth depends to some extent on the design of phase-locked loop, typically \( \Delta v/B \) should be \( < 5 \times 10^{-4} \) to realize a power penalty of less than 1 dB [43]. The requirement becomes \( \Delta v/B < 1 \times 10^{-4} \) if the penalty is to be kept below 0.5 dB [44].

The linewidth requirements are relaxed considerably for heterodyne receivers, especially in the case of asynchronous demodulation with the ASK or FSK modulation format. For synchronous heterodyne receivers \( \Delta v/B < 5 \times 10^{-3} \) is required [46]. In contrast, \( \Delta v/B \) can exceed 0.1 for asynchronous ASK and FSK receivers [49]-[52]. The reason is related to the fact that such receivers use an envelope detector (see Fig. 10.5) that throws away the phase information. The effect of phase fluctuations is mainly to broaden the signal bandwidth. The signal can be recovered by increasing the bandwidth of the bandpass filter (BPF). In principle, any linewidth can be tolerated if the BPF bandwidth is suitably increased. However, a penalty must be paid since receiver noise increases with an increase in the BPF bandwidth. Figure 10.8 shows how the receiver sensitivity (expressed in average number of photons/bit, \( N_p \)) degrades with \( \Delta v/B \) for the ASK and FSK formats. The BER calculation is rather cumbersome and requires numerical simulations [51]. Approximate methods have been developed to provide the analytic results accurate to within 1 dB [52].

The DPSK format requires narrower linewidths compared with the ASK and FSK formats when asynchronous demodulation based on the delay scheme [see Fig. 10.6(b)] is used. The reason is that information is contained in the phase difference between the two neighboring bits, and the phase should remain stable at least over the duration of two bits. Theoretical estimates show that generally \( \Delta v/B \) should be less than 1% to operate with a < 1 dB power penalty [43]. For a 1-Gb/s bit rate, the required linewidth is \( \sim 1 \) MHz but becomes < 1 MHz at lower bit rates.

The design of coherent lightwave systems requires semiconductor lasers that oper-
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Figure 10.8: Receiver sensitivity \( \tilde{N}_p \) versus \( \Delta v / B \) for asynchronous ASK and FSK heterodyne receivers. The dashed line shows the sensitivity degradation for a synchronous PSK heterodyne receiver. (After Ref. [49]; ©1988 IEEE; reprinted with permission.)

A laser can be operated in a single longitudinal mode with a narrow linewidth and whose wavelength can be tuned (at least over a few nanometers) to match the carrier frequency \( \omega_0 \) and the local-oscillator frequency \( \omega_{LO} \) either exactly (homodyne detection) or to the required intermediate frequency. Multisection DFB lasers have been developed to meet these requirements (see Section 3.4.3). Narrow linewidth can also be obtained using a MQW design for the active region of a single-section DFB laser. Values as small as 0.1 MHz have been realized using strained MQW lasers [56].

An alternative approach solves the phase-noise problem by designing special receivers known as phase-diversity receivers [57]–[61]. Such receivers use two or more photodetectors whose outputs are combined to produce a signal that is independent of the phase difference \( \phi_F = \phi_i - \phi_{LO} \). The technique works quite well for ASK, FSK, and DPSK formats. Figure 10.9 shows schematically a multiport phase-diversity receiver. An optical component known as an optical hybrid combines the signal and local-oscillator inputs and provides its output through several ports with appropriate phase shifts introduced into different branches. The output from each port is processed electronically and combined to provide a current that is independent of \( \phi_F \). In the case of a two-port homodyne receiver, the two output branches have a relative phase shift of 90°, so that the currents in the two branches vary as \( I_p \cos \phi_F \) and \( I_p \sin \phi_F \). When the two currents are squared and added, the signal becomes independent of \( \phi_F \). In the case of three-port receivers, the three branches have relative phase shifts of 0, 120°, and 240°. Again, when the currents are added and squared, the signal becomes independent of \( \phi_F \).

The preceding concept can be extended to design receivers with four or more branches. However, the receiver design becomes increasingly complex as more branches
are added. Moreover, high-power local oscillators are needed to supply enough power to each branch. For these reasons, most phase-diversity receivers use two or three ports. Several system experiments have shown that the linewidth can approach the bit rate without introducing a significant power penalty even for homodyne receivers [58]–[61]. Numerical simulations of phase-diversity receivers show that the noise is far from being Gaussian [62]. In general, the BER is affected not only by the laser linewidth but also by other factors, such as the BPF bandwidth.

10.5.2 Intensity Noise

The effect of intensity noise on the performance of direct-detection receivers was discussed in Section 4.6.2 and found to be negligible in most cases of practical interest. This is not the case for coherent receivers [63]–[67]. To understand why intensity noise plays such an important role in coherent receivers, we follow the analysis of Section 4.6.2 and write the current variance as

\[ \sigma^2 = \sigma_0^2 + \sigma_r^2 + \delta_r^2, \]  

where \( \sigma_r = R_P P_{LO} f \) and \( r_j \) is related to the relative intensity noise (RIN) of the local oscillator as defined in Eq. (4.6.7). If the RIN spectrum is flat up to the receiver bandwidth \( \Delta f \), \( r_j^2 \) can be approximated by \( 2(RIN)\Delta f \). The SNR is obtained by using Eq. (10.5.1) in Eq. (10.1.11) and is given by

\[ \text{SNR} = \frac{2R^2 P_s P_{LO}}{2q(RP_{LO} + I_d)\Delta f + \sigma_r^2 + 2R^2 P_{LO}^2 (RIN)\Delta f}. \]  

The local-oscillator power \( P_{LO} \) should be large enough to satisfy Eq. (10.1.12) if the receiver were to operate in the shot-noise limit. However, an increase in \( P_{LO} \) increases the contribution of intensity noise quadratically as seen from Eq. (10.5.2). If the intensity-noise contribution becomes comparable to shot noise, the SNR would decrease unless the signal power \( P_s \) is increased to offset the increase in receiver noise. This increase in \( P_s \) is just the power penalty \( \delta_l \) resulting from the local-oscillator intensity noise. If we neglect \( I_d \) and \( \sigma_r^2 \) in Eq. (10.5.2) for a receiver designed to operate in the shot-noise limit, the power penalty (in dB) is given by the simple expression

\[ \delta_l = 10 \log_{10}[1 + (\eta/\hbar)v P_{LO}(RIN)]. \]
Figure 10.10: Power penalty versus RIN for several values of the local-oscillator power.

Figure 10.10 shows $\delta_i$ as a function of RIN for several values of $P_{LO}$ using $\eta = 0.8$ and $h\nu = 0.8$ eV for 1.55-$\mu$m coherent receivers. The power penalty exceeds 2 dB when $P_{LO} = 1$ mW even for a local oscillator with a RIN of $-160$ dB/Hz, a value difficult to realize for DFB semiconductor lasers. For a local oscillator with a RIN of $-150$ dB/Hz, $P_{LO}$ should be less than 0.1 mW to keep the power penalty below 2 dB. The power penalty can be made negligible at a RIN of $-150$ dB/Hz if only 10 $\mu$W of local-oscillator power is used. However, Eq. (10.1.13) is unlikely to be satisfied for such small values of $P_{LO}$, and receiver performance would be limited by thermal noise. Sensitivity degradation from local-oscillator intensity noise was observed in 1987 in a two-port ASK homodyne receiver [63]. The power penalty is reduced for three-port receivers but intensity noise remains a limiting factor for $P_{LO} > 0.1$ mW [61]. It should be stressed that the derivation of Eq. (10.5.3) is based on the assumption that the receiver noise is Gaussian. A numerical approach is necessary for a more accurate analysis of the intensity noise [65]-[67].

A solution to the intensity-noise problem is offered by the balanced coherent receiver [68] made with two photodetectors [69]-[71]. Figure 10.11 shows the receiver design schematically. A 3-dB fiber coupler mixes the optical signal with the local oscillator and splits the combined optical signal into two equal parts with a 90° relative phase shift. The operation of a balanced receiver can be understood by considering the photocurrents $I_+$ and $I_-$ generated in each branch. Using the transfer matrix of a 3-dB coupler, the currents $I_+$ and $I_-$ are given by

$$I_+ = \frac{1}{2}R(P_s + P_{LO}) + R\sqrt{P_sP_{LO}}\cos(\omega_{IF}t + \phi_I),$$

$$I_- = \frac{1}{2}R(P_s + P_{LO}) - R\sqrt{P_sP_{LO}}\cos(\omega_{IF}t + \phi_I),$$

where $\phi_I = \phi_s - \phi_{LO} + \pi/2$. 

![Figure 10.10: Power penalty versus RIN for several values of the local-oscillator power.](image-url)
The subtraction of the two currents provides the heterodyne signal. The dc term is eliminated completely during the subtraction process when the two branches are balanced in such a way that each branch receives equal signal and local-oscillator powers. More importantly, the intensity noise associated with the dc term is also eliminated during the subtraction process. The reason is related to the fact that the same local oscillator provides power to each branch. As a result, intensity fluctuations in the two branches are perfectly correlated and cancel out during subtraction of the photocurrents $I_+$ and $I_-$. It should be noted that intensity fluctuations associated with the ac term are not canceled even in a balanced receiver. However, their impact is less severe on the system performance because of the square-root dependence of the ac term on the local-oscillator power.

Balanced receivers are commonly used while designing a coherent lightwave system because of the two advantages offered by them. First, the intensity-noise problem is nearly eliminated. Second, all of the signal and local-oscillator power is used effectively. A single-port receiver such as that shown in Fig. 10.1 rejects half of the signal power $P_s$ (and half of $P_{LO}$) during the mixing process. This power loss is equivalent to a 3-dB power penalty. Balanced receivers use all of the signal power and avoid this power penalty. At the same time, all of the local-oscillator power is used by the balanced receiver, making it easier to operate in the shot-noise limit.

**10.5.3 Polarization Mismatch**

The polarization state of the received optical signal plays no role in direct-detection receivers simply because the photocurrent generated in such receivers depends only on the number of incident photons. This is not the case for coherent receivers, whose operation requires matching the state of polarization of the local oscillator to that of the signal received. The polarization-matching requirement can be understood from the analysis of Section 10.1, where the use of scalar fields $E_s$ and $E_{LO}$ implicitly assumed the same polarization state for the two optical fields. If $\hat{e}_s$ and $\hat{e}_{LO}$ represent the unit vectors along the direction of polarization of $E_s$ and $E_{LO}$, respectively, the interference term in Eq. (10.1.3) contains an additional factor $\cos \theta$, where $\theta$ is the angle between $\hat{e}_s$ and $\hat{e}_{LO}$. Since the interference term is used by the decision circuit to reconstruct the transmitted bit stream, any change in $\theta$ from its ideal value of $\theta = 0$ reduces the signal.
and affects the receiver performance. In particular, if the polarization states of $E_s$ and $E_{LO}$ are orthogonal to each other ($\theta = 90^\circ$), the signal disappears (complete fading). Any change in $\theta$ affects the BER through changes in the receiver current and SNR.

The polarization state $\hat{e}_{LO}$ of the local oscillator is determined by the laser and remains fixed. This is also the case for the transmitted signal before it is launched into the fiber. However, at the fiber output, the polarization state $\hat{e}_s$ of the signal received differs from that of the signal transmitted because of fiber birefringence, as discussed in Section 2.2.3 in the context of single-mode fibers. Such a change would not be a problem if $\hat{e}_s$ remained constant with time because one could match it with $\hat{e}_{LO}$ by simple optical techniques. The source of the problem lies in the polarization-mode dispersion (PMD) or the fact that $\hat{e}_s$ changes randomly in most fibers because of birefringence fluctuations related to environmental changes (nonuniform stress, temperature variations, etc.). Such changes occur on a time scale ranging from seconds to microseconds. They lead to random changes in the BER and render coherent receivers unusable unless some scheme is devised to make the BER independent of polarization fluctuations. Although polarization fluctuations do not occur in polarization-maintaining fibers, such fibers are not used in practice because they are difficult to work with and have higher losses than those of conventional fibers. Thus, a different solution to the polarization-mismatch problem is required.

Several schemes have been developed for solving the polarization-mismatch problem [72]–[77]. In one scheme [72], the polarization state of the optical signal received is tracked electronically and a feedback-control technique is used to match $\hat{e}_{LO}$ with $\hat{e}_s$. In another, polarization scrambling or spreading is used to force $\hat{e}_s$ to change randomly during a bit period [73]–[76]. Rapid changes of $\hat{e}_s$ are less of a problem than slow changes because, on average, the same power is received during each bit. A third scheme makes use of optical phase conjugation to solve the polarization problem [77]. The phase-conjugated signal can be generated inside a dispersion-shifted fiber through four-wave mixing (see Section 7.7). The pump laser used for four-wave mixing can also play the role of the local oscillator. The resulting photocurrent has a frequency component at twice the pump-signal detuning that can be used for recovering the bit stream.
The most commonly used approach solves the polarization problem by using a two-port receiver, similar to that shown in Fig. 10.11, with the difference that the two branches process orthogonal polarization components. Such receivers are called polarization-diversity receivers [78]–[82] as their operation is independent of the polarization state of the signal received. The polarization-control problem has been studied extensively because of its importance for coherent lightwave systems [83]–[90].

Figure 10.12 shows the block diagram of a polarization-diversity receiver. A polarization beam splitter is used to separate the orthogonally polarized components which are processed by separate branches of the two-port receiver. When the photocurrents generated in the two branches are squared and added, the electrical signal becomes polarization independent. The power penalty incurred in following this technique depends on the modulation and demodulation techniques used by the receiver. In the case of synchronous demodulation, the power penalty can be as large as 3 dB [85]. However, the penalty is only 0.4–0.6 dB for optimized asynchronous receivers [78].

The technique of polarization diversity can be combined with phase diversity to realize a receiver that is independent of both phase and polarization fluctuations of the signal received [91]. Figure 10.13 shows such a four-port receiver having four branches, each with its own photodetector. The performance of such receivers would be limited by the intensity noise of the local oscillator, as discussed in Section 10.5.2. The next step consists of designing a balanced phase- and polarization-diversity receiver by using eight branches with their own photodetectors. Such a receiver has been demonstrated using a compact bulk optical hybrid [92]. In practical coherent systems, a balanced, polarization-diversity receiver is used in combination with narrow-linewidth lasers to simplify the receiver design, yet avoid the limitations imposed by intensity noise and polarization fluctuations.

10.5.4 Fiber Dispersion

Section 5.4 discussed how fiber dispersion limits the bit-rate-distance product \( (BL) \) of direct-detection (IM/DD) systems. Fiber dispersion also affects the performance of
coherent systems although its impact is less severe than for IM/DD systems [93]–[97]. The reason is easily understood by noting that coherent systems, by necessity, use a semiconductor laser operating in a single longitudinal mode with a narrow linewidth. Frequency chirping is avoided by using external modulators. Moreover, it is possible to compensate for fiber dispersion (see Section 7.2) through electronic equalization techniques in the IF domain [98].

The effect of fiber dispersion on the transmitted signal can be calculated by using the analysis of Section 2.4. In particular, Eq. (2.4.15) can be used to calculate the optical field at the fiber output for any modulation technique. The power penalty has been calculated for various modulation formats [95] through numerical simulations of the eye degradation occurring when a pseudo-random bit sequence is propagated through a single-mode fiber and demodulated by using a synchronous or asynchronous receiver. Figure 10.14 shows the power penalty as a function of the dimensionless parameter combination $|\beta_2|B^2L$ for several kinds of modulation formats. The dashed line shows, for comparison, the case of an IM/DD system. In all cases, the low-pass filter (before the decision circuit) is taken to be a second-order Butterworth filter [99], with the 3-dB bandwidth equal to 65% of the bit rate. As seen in Fig. 10.14, fiber dispersion affects the performance of a coherent lightwave system qualitatively in the same way for all modulation formats, although quantitative differences do occur. The power penalty increases most rapidly for CPFSK and MSK formats, for which tone spacing is smaller than the bit rate. In all cases, system performance depends on the product $B^2L$ rather than $BL$. One can estimate...
the limiting value of $B^2L$ by noting that the power penalty can be reduced to below 1 dB in most cases if the system is designed such that $|\beta_2|B^2L < 0.1$. For standard fibers with $\beta_2 = -20 \text{ ps}^2/\text{km}$ near 1.55 $\mu$m, $B^2L$ is limited to 5000 (Gb/s)$^2$-km, and $L$ should be $<50$ km at $B = 10$ Gb/s. Clearly, dispersion becomes a major limiting factor for systems designed with standard fibers when transmission distance is increased using optical amplifiers. Dispersion management would solve this problem. Electronic equalization can be used for compensating dispersion in coherent systems [100]. The basic idea is to pass the intermediate-frequency signal through a filter whose transfer function is the inverse of the transfer function associated with the fiber (see Section 7.2). It is also possible to compensate fiber dispersion through optical techniques such as dispersion management [101]. PMD then becomes a limiting factor for long-haul coherent systems [102]–[104].

### 10.5.5 Other Limiting Factors

Several other factors can degrade the performance of coherent lightwave systems and should be considered during system design. Reflection feedback is one such limiting factor. The effect of reflection feedback on IM/DD systems has been discussed in Section 5.4.5. Essentially the same discussion applies to coherent lightwave systems. Any feedback into the laser transmitter or the local oscillator must be avoided as it can lead to linewidth broadening or multimode operation of the semiconductor laser, both of which cannot be tolerated for coherent systems. The use of optical isolators within the transmitter may be necessary for controlling the effects of optical feedback.

Multiple reflections between two reflecting surfaces along the fiber cable can convert phase noise into intensity noise and affect system performance as discussed in Section 5.4.5. For coherent systems such conversion can occur even inside the receiver, where short fiber segments are used to connect the local oscillator to other receiver components, such as an optical hybrid (see Fig. 10.10). Calculations for phase-diversity receivers show that the reflectivity of splices and connectors should be below $-35$ dB under typical operating conditions [105]. Such reflection effects become less important for balanced receivers, where the impact of intensity noise on receiver performance is considerably reduced. Conversion of phase noise into intensity noise can occur even without parasitic reflections. However, the power penalty can be reduced to below 0.5 dB by ensuring that the ratio $\Delta\nu/B$ is below 20% in phase diversity ASK receivers [106].

Nonlinear effects in optical fibers discussed in Section 2.6 also limit the coherent system, depending on the optical power launched into the fiber [107]. Stimulated Raman scattering is not likely to be a limiting factor for single-channel coherent systems but becomes important for multichannel coherent systems (see Section 7.3.3). On the other hand, stimulated Brillouin scattering (SBS) has a low threshold and can affect even single-channel coherent systems. The SBS threshold depends on both the modulation format and the bit rate, and its effects on coherent systems have been studied extensively [108]–[110]. Nonlinear refraction converts intensity fluctuations into phase fluctuation through self- (SPM) and cross-phase modulation (XPM) [107]. The effects of SPM become important for long-haul systems using cascaded optical amplifiers [111]. Even XPM effects become significant in coherent FSK systems [112].
Four-wave mixing also becomes a limiting factor for WDM coherent systems [113] and need to be controlled employing high-dispersion locally but keeping the average dispersion low through dispersion management.

10.6 System Performance

A large number of transmission experiments were performed during the 1980s to demonstrate the potential of coherent lightwave systems. Their main objective was to show that coherent receivers are more sensitive than IM/DD receivers. This section focuses on the system performance issues while reviewing the state of the art of coherent lightwave systems.

10.6.1 Asynchronous Heterodyne Systems

Asynchronous heterodyne systems have attracted the most attention in practice simply because the linewidth requirements for the transmitter laser and the local oscillator are so relaxed that standard DFB lasers can be used. Experiments have been performed with the ASK, FSK, and DPSK modulation formats [114]–[116]. An ASK experiment in 1990 showed a baseline sensitivity (without the fiber) of 175 photons/bit at 4 Gb/s [116]. This value is only 10.4 dB away from the quantum limit of 40 photons/bit obtained in Section 10.4.4. The sensitivity degraded by only 1 dB when the signal was transmitted through 160 km of standard fiber with $D \approx 17$ ps/(nm-km). The system performance was similar when the FSK format was used in place of ASK. The frequency separation (tone spacing) was equal to the bit rate in this experiment.

The same experiment was repeated with the DPSK format using a LiNbO$_3$ phase modulator [116]. The baseline receiver sensitivity at 4 Gb/s was 209 photons/bit and degraded by 1.8 dB when the signal was transmitted over 160 km of standard fiber. Even better performance is possible for DPSK systems operating at lower bit rates. A record sensitivity of only 45 photons/bit was realized in 1986 at 400 Mb/s [114]. This value is only 3.5 dB away from the quantum limit of 20 photons/bit. For comparison, the receiver sensitivity of IM/DD receivers is such that $N_p$ typically exceeds 1000 photons/bit even when APDs are used.

DPSK receivers have continued to attract attention because of their high sensitivity and relative ease of implementation [117]–[125]. The DPSK signal at the transmitter can be generated through direct modulation of a DFB laser [117]. Demodulation of the DPSK signal can be done optically using a Mach-Zehnder interferometer with a one-bit delay in one arm, followed by two photodetectors at each output port of the interferometer. Such receivers are called direct-detection DPSK receivers because they do not use a local oscillator and exhibit performance comparable to their heterodyne counterparts [118]. In a 3-Gb/s experiment making use of this scheme, only 62 photons/bit were needed by an optically demodulated DPSK receiver designed with an optical preamplifier [119]. In another variant, the transmitter sends a PSK signal but the receiver is designed to detect the phase difference such that a local oscillator is not needed [120]. Considerable work has been done to quantify the performance of various
DPSK and FSK schemes through numerical models that include the effects of phase noise and the preamplifier noise [121]–[125].

Asynchronous heterodyne schemes have also been used for long-haul coherent systems using in-line optical amplifiers for increasing the transmission distance. A 1991 experiment realized a transmission distance of 2223 km at 2.5 Gb/s by using 25 erbium-doped fiber amplifiers at approximately 80-km intervals [126]. The performance of long-haul coherent systems is affected by the amplifier noise as well as by the nonlinear effects in optical fibers. Their design requires optimization of many operating parameters, such as amplifier spacing, launch power, laser linewidth, IF bandwidth, and decision threshold [127]–[129]. In the case of WDM systems, the use of DPSK can reduce the XPM-induced interaction among channels and improve the system performance [130].

10.6.2 Synchronous Heterodyne Systems

As discussed in Section 10.4, synchronous heterodyne receivers are more sensitive than asynchronous receivers. They are also more difficult to implement as the microwave carrier must be recovered from the received data for synchronous demodulation. Since the sensitivity advantage is minimal (less than 0.5 dB) for ASK and FSK formats (compare Tables 10.1 and 10.2), most of the laboratory experiments have focused on the PSK format [131]–[135] for which the receiver sensitivity is only 18 photons/bit. A problem with the PSK format is that the carrier is suppressed when the phase shift between 1 and 0 bits is exactly 180° because the transmitted power is then entirely contained in the modulation sidebands. This feature poses a problem for carrier recovery. A solution is offered by the pilot-carrier scheme in which the phase shift is reduced below 180° (typically 150–160°) so that a few percent of the power remains in the carrier and can be used for synchronous demodulation at the receiver.

Phase noise is a serious problem for synchronous heterodyne receivers. As discussed in Section 10.5.1, the ratio $\Delta v / B$ must be less than $5 \times 10^{-3}$, where $\Delta v = \Delta v_T + \Delta v_{LO}$ is the IF linewidth. For bit rates below 1 Gb/s, the laser linewidth should be less than 2 MHz. External-cavity semiconductor lasers are often used in the synchronous experiments, as they can provide linewidths below 0.1 MHz. Several experiments have been performed using diode-pumped Nd:YAG lasers [131]–[133], which operate at a fixed wavelength near 1.32 μm but provide linewidths as small as 1 kHz. In one experiment, the bit rate was 4 Gb/s, but the receiver sensitivity of 631 photons/bit was 15.4 dB away from the quantum limit of 18 photons/bit, mainly because of the residual thermal noise and the intensity noise as a balanced configuration was not used [133]. The receiver sensitivity could be improved to 235 photons/bit at a lower bit rate of 2 Gb/s. This sensitivity is still not as good as that obtained for asynchronous heterodyne receivers. The performance of multichannel heterodyne systems has also been analyzed [134].

10.6.3 Homodyne Systems

As seen in Table 10.1, homodyne systems with the PSK format offer the best receiver sensitivity as they require, in principle, only 9 photons/bit. Implementation
of such systems requires an optical phase-locked loop [136]–[141]. Many transmission experiments have shown the potential of PSK homodyne systems using He–Ne lasers, Nd:YAG lasers, and semiconductor lasers [142]–[150]. The receiver sensitivity achieved in these experiments depends on the bit rate. At a relatively low bit rate of 140 Mb/s, receiver sensitivities of 26 photons/bit at 1.52 μm [143] and 25 photons/bit at 1.32 μm [144] have been obtained using He–Ne and Nd:YAG lasers, respectively. In a 1992 experiment, a sensitivity of 20 photons/bit at 565 Mb/s was realized using synchronization bits for phase locking [147]. These values, although about 4 dB away from the quantum limit of 9 photons/bit, illustrate the potential of homodyne systems. In terms of the bit energy, 20 photons at 1.52 μm correspond to an energy of only 3 attojoules!

The sensitivity of PSK homodyne receivers decreases as the bit rate increases. A sensitivity of 46 photons/bit was found in a 1-Gb/s experiment that used external-cavity semiconductor lasers operating near 1.5 μm and transmitted the signal over 209 km of a standard fiber [142]. Dispersion penalty was negligible (about 0.1 dB) in this experiment, as expected from Fig. 10.15. In another experiment, the bit rate was extended to 4 Gb/s [145]. The baseline receiver sensitivity (without the fiber) was 72 photons/bit. When the signal was transmitted over 167 km of standard single-mode fiber, the receiver sensitivity degraded by only 0.6 dB (83 photons/bit), indicating that dispersion was not a problem even at 4 Gb/s. Figure 10.15 shows the BER curves obtained in this experiment with and without the fiber together with the eye diagram (inset) obtained after 167 km of fiber. Another experiment increased the bit rate to 10 Gb/s by us-
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ing a 1.55-\(\mu\)m external-cavity DFB laser whose output was phase-modulated through a LiNbO\(_3\) external modulator [146]. The receiver sensitivity at 10 Gb/s was 297 photons/bit. The signal was transmitted through 151 km of dispersion-shifted fiber without any dispersion-induced power penalty.

Long-haul homodyne systems use optical amplifiers for compensating fiber losses together with a dispersion-compensation scheme. In a 1993 experiment, a 6-Gb/s PSK signal was transmitted over 270 km using multiple in-line amplifiers [149]. A microstrip line was used as a delay equalizer (see Section 7.2) for compensating the fiber dispersion. Its use was feasible because of the implementation of the single-sideband technique. In a later experiment, the bit rate was extended to 10 Gb/s by using the vestigial-sideband technique [150]. The 1.55-\(\mu\)m PSK signal could be transmitted over 126 km of standard telecommunication fiber with dispersion compensation provided by a 10-cm microstrip line. The design of long-haul homodyne systems with in-line amplifiers requires consideration of many factors such as phase noise, shot noise, imperfect phase recovery, and amplifier noise. Numerical simulations are often used to optimize the system performance [151]–[154].

10.6.4 Current Status

Any new technology must be tested through field trials before it can be commercialized. Several field trials for coherent lightwave systems were carried out in the early 1990s [155]–[161]. In all cases, an asynchronous heterodyne receiver was used because of its simplicity and not-so-stringent linewidth requirements. The modulation format of choice was the CPFSK format. This choice avoids the use of an external modulator, thereby simplifying the transmitter design. Furthermore, the laboratory experiments have shown that high-sensitivity receivers can be designed at bit rates as high as 10 Gb/s. A balanced polarization-diversity heterodyne receiver is used to demodulate the transmitted signal.

Field trials have included testing of both land- and sea-based telecommunication systems. In the case of one submarine trial [159], the system was operated at 560 Mb/s with the CPFSK format over 90 km of fiber cable. In another submarine trial [160], the system was operated at 2.5 Gb/s with the CPFSK format over fiber lengths of up to 431 km by using regenerators. Both trials showed that the use of polarization-diversity receivers is essential for practical coherent systems. In addition, the receiver incorporated electronic circuitry for automatic gain and frequency controls.

In spite of the successful field trials, coherent lightwave systems had not reached the commercial stage in 2002. As mentioned earlier, the main reason is related to the success of the WDM technology with the advent of the erbium-doped fiber amplifiers. A second reason can be attributed to the complexity of coherent transmitters and receivers. The integration of these components on a single chip should address the reliability concerns. Considerable development effort was directed in the 1990s toward designing optoelectronic integrated circuits (OEICs) for coherent lightwave systems [162]–[170]. By 1994, a balanced, polarization-diversity heterodyne receiver containing four photodiodes and made by using the InP/InGaAsP material system, exhibited a bandwidth in excess of 10 GHz [164]. A tunable local oscillator can also be integrated on the same chip. Such a tunable polarization diversity heterodyne OEIC receiver was
used in a 140-Mb/s system experiment, intended mainly for video distribution [165]. A balanced heterodyne OEIC receiver with a 9-GHz bandwidth was fabricated in 1996 by integrating a local oscillator and two photodiodes with a 3-dB coupler [168]. The coherent techniques may turn out to be more suitable for multichannel access networks for which bit rates per channel are relatively low but number of channels can be quite large [161]. An integrated transceiver suitable for bidirectional access networks has been developed for such applications [170].

**Problems**

10.1 Prove the 3-dB advantage of homodyne detection by showing that the average electrical power generated by a coherent receiver is twice as large for homodyne detection as for heterodyne detection under identical operating conditions.

10.2 Derive an expression for the SNR of a homodyne receiver by taking into account both the shot noise and the thermal noise.

10.3 Consider a 1.55-μm heterodyne receiver with a p-i-n photodiode of 90% quantum efficiency connected to a 50-Ω load resistance. How much local-oscillator power is needed to operate in the shot-noise limit? Assume that shot-noise limit is achieved when the thermal-noise contribution at room temperature to the noise power is below 1%.

10.4 Prove that the SNR of an ideal PSK homodyne receiver (perfect phase locking and 100% quantum efficiency) approaches $4N_p$, where $N_p$ is the average number of photons/bit. Assume that the receiver bandwidth equals half the bit rate and that the receiver operates in the shot-noise limit.

10.5 Show how an electro-optic material such as LiNbO$_3$ can be used for generating optical bit streams with ASK, PSK, and FSK modulation formats. Use diagrams as necessary.

10.6 A 1.55-μm DFB laser is used for the FSK modulation at 100 Mb/s with a tone spacing of 300 MHz. The modulation efficiency is 500 MHz/mA and the differential quantum efficiency equals 50% at the bias level of 3 mW. Estimate the power change associated with FSK by assuming that the two facets emit equal powers.

10.7 Derive an expression for the BER of a synchronous heterodyne ASK receiver by assuming that the in-phase noise component $i_c$ has a probability density function

$$p(i_c) = \frac{1}{\sigma \sqrt{2}} \exp \left( -\frac{\sqrt{2}}{\sigma} |i_c| \right).$$

Determine the SNR required to achieve a BER of $10^{-9}$.

10.8 Calculate the sensitivity (in dBm units) of a homodyne ASK receiver operating at 1.55 μm in the shot-noise limit by using the SNR expression obtained in Problem 10.2. Assume that $\eta = 0.8$ and $\Delta f = 1$ GHz. What is the receiver sensitivity when the PSK format is used in place of ASK?
10.9 Derive the Rice distribution [Eq. (10.4.13)] for the signal current $I$ given Eq. (10.4.12) for an asynchronous heterodyne ASK receiver. Assume that both quadrature components of noise obey Gaussian statistics with standard deviation $\sigma$.

10.10 Show that the BER of an asynchronous heterodyne ASK receiver [Eq. (10.4.17)] can be approximated as

$$BER = \frac{1}{2} \exp\left[-I_1^2/(8\sigma^2)\right]$$

when $I_1/\sigma \gg 1$ and $I_0 = 0$. Assume that $I_D = I_1/2$.

10.11 Asynchronous heterodyne FSK receivers are commonly used for coherent lightwave systems. What is the SNR required by such receivers to operate at a BER of $10^{-9}$? Calculate the receiver sensitivity (in dBm units) at 2 Gb/s in the shot-noise limit by assuming 1.2-GHz receiver bandwidth, 80% quantum efficiency, and a 1.55-µm operating wavelength.

10.12 Derive an expression for the SNR in terms of the intensity noise parameter $r_I$ by including intensity noise through Eq. (10.5.1). Prove that the optimum value of $P_{LO}$ at which the SNR is maximum is given by $P_{LO} = \sigma_I/(2r_I)$ when the dark-current contribution to the shot noise is neglected.

10.13 Derive an expression for the power penalty as a function of $r_I$ by using the SNR obtained in Problem 10.12.

10.14 Consider an optical carrier whose amplitude and frequency are constant but whose phase is modulated sinusoidally as $\phi(t) = \phi_0 \sin(\omega_0 t)$. Show that the amplitude becomes modulated during propagation inside the fiber because of fiber dispersion.

10.15 Discuss the effect of laser linewidth on coherent communication systems. Why is the homodyne PSK receiver most sensitive to phase fluctuations? How is this sensitivity reduced for asynchronous heterodyne receivers?
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Appendix A

System of Units

The international system of units (known as the SI, short for Système International) is used in this book. The three fundamental units in the SI are meter (m), second (s), and kilogram (kg). A prefix can be added to each of them to change its magnitude by a multiple of 10. Mass units are rarely required in this book. Most common measures of distance used are km (10³ m) and Mm (10⁶ m). On the other hand, common time measures are ns (10⁻⁹ s), ps (10⁻¹² s), and fs (10⁻¹⁵ s). Other common units in this book are Watt (W) for optical power and W/m² for optical intensity. They can be related to the fundamental units through energy because optical power represents the rate of energy flow (1 W = 1 J/s). The energy can be expressed in several other ways using $E = h \nu = k_B T = mc^2$, where $h$ is the Planck constant, $k_B$ is the Boltzmann constant, and $c$ is the speed of light. The frequency $\nu$ is expressed in hertz (1 Hz = 1 s⁻¹). Of course, because of the large frequencies associated with the optical waves, most frequencies in this book are expressed in GHz or THz.

In the design of optical communication systems the optical power can vary over several orders of magnitude as the signal travels from the transmitter to the receiver. Such large variations are handled most conveniently using decibel units, abbreviated dB, commonly used by engineers in many different fields. Any ratio $R$ can be converted into decibels by using the general definition

$$R \text{ (in dB)} = 10 \log_{10} R.$$

The logarithmic nature of the decibel allows a large ratio to be expressed as a much smaller number. For example, 10⁹ and 10⁻⁹ correspond to 90 dB and −90 dB, respectively. Since $R = 1$ corresponds to 0 dB, ratios smaller than 1 are negative in the decibel system. Furthermore, negative ratios cannot be written using decibel units.

The most common use of the decibel scale occurs for power ratios. For instance, the signal-to-noise ratio (SNR) of an optical or electrical signal is given by

$$\text{SNR} = 10 \log_{10}(P_S/P_N),$$

where $P_S$ and $P_N$ are the signal and noise powers, respectively. The fiber loss can also be expressed in decibel units by noting that the loss corresponds to a decrease in the
optical power during transmission and thus can be expressed as a power ratio. For example, if a 1-mW signal reduces to 1 μW after transmission over 100 km of fiber, the 30-dB loss over the entire fiber span translates into a loss of 0.3 dB/km. The same technique can be used to define the insertion loss of any component. For instance, a 1-dB loss of a fiber connector implies that the optical power is reduced by 1 dB (by about 20%) when the signal passes through the connector. The bandwidth of an optical filter is defined at the 3-dB point, corresponding to 50% reduction in the signal power. The modulation bandwidth of light-emitting diodes (LEDs) in Section 3.2 and of semiconductor lasers in Section 3.5 is also defined at the 3-dB point, at which the modulated powers drops by 50%.

Since the losses of all components in a fiber-optic communication systems are expressed in dB, it is useful to express the transmitted and received powers also by using a decibel scale. This is achieved by using a derived unit, denoted as dBm and defined as

\[
\text{power (in dBm)} = 10 \log_{10} \left( \frac{\text{power}}{1 \text{ mW}} \right),
\]

where the reference level of 1 mW is chosen simply because typical values of the transmitted power are in that range (the letter m in dBm is a reminder of the 1-mW reference level). In this decibel scale for the absolute power, 1 mW corresponds to 0 dBm, whereas powers below 1 mW are expressed as negative numbers. For example, a 10-μW power corresponds to −20 dBm. The advantage of decibel units becomes clear when the power budget of lightwave systems is considered in Chapter 5. Because of the logarithmic nature of the decibel scale, the power budget can be made simply by subtracting various losses from the transmitter power expressed in dBm units.
Appendix B

Acronyms

Each scientific field has its own jargon, and the field of optical communications is not an exception. Although an attempt was made to avoid extensive use of acronyms, many still appear throughout the book. Each acronym is defined the first time it appears in a chapter so that the reader does not have to search the entire text to find its meaning. As a further help, we list all acronyms here, in alphabetical order.

ac         alternating current
AM         amplitude modulation
AON        all-optical network
APD        avalanche photodiode
ASE        amplified spontaneous emission
ASK        amplitude-shift keying
ATM        asynchronous transfer mode
AWG        arrayed-waveguide grating
BER        bit-error rate
BH         buried heterostructure
BPF        bandpass filter
CATV       common-antenna (cable) television
CDM        code-division multiplexing
CDMA       code-division multiple access
CNR        carrier-to-noise ratio
CPFSK      continuous-phase frequency-shift keying
CRZ        chirped return-to-zero
CSMA       carrier-sense multiple access
CSO        composite second-order
CVD        chemical vapor deposition
CW         continuous wave
CTB        composite triple beat
DBR        distributed Bragg reflector
dc         direct current
DCF        dispersion-compensating fiber
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>DDF</td>
<td>dispersion-decreasing fiber</td>
</tr>
<tr>
<td>DFB</td>
<td>distributed feedback</td>
</tr>
<tr>
<td>DGD</td>
<td>differential group delay</td>
</tr>
<tr>
<td>DIP</td>
<td>dual in-line package</td>
</tr>
<tr>
<td>DM</td>
<td>dispersion-managed</td>
</tr>
<tr>
<td>DPSK</td>
<td>differential phase-shift keying</td>
</tr>
<tr>
<td>EDFA</td>
<td>erbium-doped fiber amplifier</td>
</tr>
<tr>
<td>FDDI</td>
<td>fiber distributed data interface</td>
</tr>
<tr>
<td>FDM</td>
<td>frequency-division multiplexing</td>
</tr>
<tr>
<td>FET</td>
<td>field-effect transistor</td>
</tr>
<tr>
<td>FM</td>
<td>frequency modulation</td>
</tr>
<tr>
<td>FP</td>
<td>Fabry-Perot</td>
</tr>
<tr>
<td>FSK</td>
<td>frequency-shift keying</td>
</tr>
<tr>
<td>FWHM</td>
<td>full-width at half-maximum</td>
</tr>
<tr>
<td>FWM</td>
<td>four-wave mixing</td>
</tr>
<tr>
<td>GVD</td>
<td>group-velocity dispersion</td>
</tr>
<tr>
<td>HBT</td>
<td>heterojunction-bipolar transistor</td>
</tr>
<tr>
<td>HDTV</td>
<td>high-definition television</td>
</tr>
<tr>
<td>HEMT</td>
<td>high-electron-mobility transistor</td>
</tr>
<tr>
<td>HFC</td>
<td>hybrid fiber-coaxial</td>
</tr>
<tr>
<td>HIPPI</td>
<td>high-performance parallel interface</td>
</tr>
<tr>
<td>IC</td>
<td>integrated circuit</td>
</tr>
<tr>
<td>IF</td>
<td>intermediate frequency</td>
</tr>
<tr>
<td>IMD</td>
<td>intermodulation distortion</td>
</tr>
<tr>
<td>IM/DD</td>
<td>intensity modulation with direct detection</td>
</tr>
<tr>
<td>IMP</td>
<td>intermodulation product</td>
</tr>
<tr>
<td>IP</td>
<td>Internet protocol</td>
</tr>
<tr>
<td>ISDN</td>
<td>integrated services digital network</td>
</tr>
<tr>
<td>ISI</td>
<td>intersymbol interference</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>LAN</td>
<td>local-area network</td>
</tr>
<tr>
<td>LEAF</td>
<td>large effective-area fiber</td>
</tr>
<tr>
<td>LED</td>
<td>light-emitting diode</td>
</tr>
<tr>
<td>LO</td>
<td>local oscillator</td>
</tr>
<tr>
<td>LPE</td>
<td>liquid-phase epitaxy</td>
</tr>
<tr>
<td>LPF</td>
<td>low-pass filter</td>
</tr>
<tr>
<td>MAN</td>
<td>metropolitan-area network</td>
</tr>
<tr>
<td>MBE</td>
<td>molecular-beam epitaxy</td>
</tr>
<tr>
<td>MCVD</td>
<td>modified chemical vapor deposition</td>
</tr>
<tr>
<td>MEMS</td>
<td>micro-electro-mechanical system</td>
</tr>
<tr>
<td>MOCVD</td>
<td>metal-organic chemical vapor deposition</td>
</tr>
<tr>
<td>MONET</td>
<td>multiwavelength optical network</td>
</tr>
<tr>
<td>MPEG</td>
<td>motion-picture entertainment group</td>
</tr>
<tr>
<td>MPN</td>
<td>mode-partition noise</td>
</tr>
<tr>
<td>MQW</td>
<td>multiquantum well</td>
</tr>
<tr>
<td>MSK</td>
<td>minimum-shift keying</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>MSM</td>
<td>metal-semiconductor-metal</td>
</tr>
<tr>
<td>MSR</td>
<td>mode-suppression ratio</td>
</tr>
<tr>
<td>MTTF</td>
<td>mean time to failure</td>
</tr>
<tr>
<td>MZ</td>
<td>Mach-Zehnder</td>
</tr>
<tr>
<td>NA</td>
<td>numerical aperture</td>
</tr>
<tr>
<td>NEP</td>
<td>noise-equivalent power</td>
</tr>
<tr>
<td>NLS</td>
<td>nonlinear Schrödinger</td>
</tr>
<tr>
<td>NOLM</td>
<td>nonlinear optical-loop mirror</td>
</tr>
<tr>
<td>NRZ</td>
<td>nonreturn to zero</td>
</tr>
<tr>
<td>NSE</td>
<td>nonlinear Schrödinger equation</td>
</tr>
<tr>
<td>NSDSF</td>
<td>nonzero-dispersion-shifted fiber</td>
</tr>
<tr>
<td>OC</td>
<td>optical carrier</td>
</tr>
<tr>
<td>OEIC</td>
<td>opto-electronic integrated circuit</td>
</tr>
<tr>
<td>OOK</td>
<td>on-off keying</td>
</tr>
<tr>
<td>OPC</td>
<td>optical phase conjugation</td>
</tr>
<tr>
<td>OTDM</td>
<td>optical time-division multiplexing</td>
</tr>
<tr>
<td>OVD</td>
<td>outside-vapor deposition</td>
</tr>
<tr>
<td>OXC</td>
<td>optical cross-connect</td>
</tr>
<tr>
<td>PCM</td>
<td>pulse-code modulation</td>
</tr>
<tr>
<td>PDF</td>
<td>probability density function</td>
</tr>
<tr>
<td>PDM</td>
<td>polarization-division multiplexing</td>
</tr>
<tr>
<td>P-I</td>
<td>power-current</td>
</tr>
<tr>
<td>PIC</td>
<td>photonic integrated circuit</td>
</tr>
<tr>
<td>PM</td>
<td>phase modulation</td>
</tr>
<tr>
<td>PMD</td>
<td>polarization-mode dispersion</td>
</tr>
<tr>
<td>PON</td>
<td>passive optical network</td>
</tr>
<tr>
<td>PSK</td>
<td>phase-shift keying</td>
</tr>
<tr>
<td>PSP</td>
<td>principal state of polarization</td>
</tr>
<tr>
<td>QAM</td>
<td>quadrature amplitude modulation</td>
</tr>
<tr>
<td>RDF</td>
<td>reverse-dispersion fiber</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>RIN</td>
<td>relative intensity noise</td>
</tr>
<tr>
<td>RMS</td>
<td>root-mean-square</td>
</tr>
<tr>
<td>RZ</td>
<td>return to zero</td>
</tr>
<tr>
<td>SAGCM</td>
<td>separate absorption, grading, charge, and multiplication</td>
</tr>
<tr>
<td>SAGM</td>
<td>separate absorption, grading, and multiplication</td>
</tr>
<tr>
<td>SAM</td>
<td>separate absorption and multiplication</td>
</tr>
<tr>
<td>SBS</td>
<td>stimulated Brillouin scattering</td>
</tr>
<tr>
<td>SCM</td>
<td>subcarrier multiplexing</td>
</tr>
<tr>
<td>SDH</td>
<td>synchronous digital hierarchy</td>
</tr>
<tr>
<td>SI</td>
<td>Système International</td>
</tr>
<tr>
<td>SLM</td>
<td>single longitudinal mode</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SOA</td>
<td>semiconductor optical amplifier</td>
</tr>
<tr>
<td>SONET</td>
<td>synchronized optical network</td>
</tr>
<tr>
<td>SPM</td>
<td>self-phase modulation</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>SRS</td>
<td>stimulated Raman scattering</td>
</tr>
<tr>
<td>SSFS</td>
<td>soliton self-frequency shift</td>
</tr>
<tr>
<td>STM</td>
<td>synchronous transport module</td>
</tr>
<tr>
<td>STS</td>
<td>synchronous transport signal</td>
</tr>
<tr>
<td>TCP</td>
<td>transmission control protocol</td>
</tr>
<tr>
<td>TDM</td>
<td>time-division multiplexing</td>
</tr>
<tr>
<td>TE</td>
<td>transverse electric</td>
</tr>
<tr>
<td>TM</td>
<td>transverse magnetic</td>
</tr>
<tr>
<td>TOAD</td>
<td>terahertz optical asymmetric demultiplexer</td>
</tr>
<tr>
<td>TOD</td>
<td>third-order dispersion</td>
</tr>
<tr>
<td>TW</td>
<td>traveling wave</td>
</tr>
<tr>
<td>VAD</td>
<td>vapor-axial deposition</td>
</tr>
<tr>
<td>VCSEL</td>
<td>vertical-cavity surface-emitting laser</td>
</tr>
<tr>
<td>VPE</td>
<td>vapor-phase epitaxy</td>
</tr>
<tr>
<td>VSB</td>
<td>vestigial sideband</td>
</tr>
<tr>
<td>WAN</td>
<td>wide-area network</td>
</tr>
<tr>
<td>WDM</td>
<td>wavelength-division multiplexing</td>
</tr>
<tr>
<td>WDMA</td>
<td>wavelength-division multiple access</td>
</tr>
<tr>
<td>WGR</td>
<td>waveguide-grating router</td>
</tr>
<tr>
<td>XPM</td>
<td>cross-phase modulation</td>
</tr>
<tr>
<td>YAG</td>
<td>yttrium aluminium garnet</td>
</tr>
<tr>
<td>YIG</td>
<td>yttrium iron garnet</td>
</tr>
<tr>
<td>ZDWL</td>
<td>zero-dispersion wavelength</td>
</tr>
</tbody>
</table>
Appendix C

General Formula for Pulse Broadening

The discussion of pulse broadening in Section 2.4 assumes the Gaussian-shape pulses and includes dispersive effects only up to the third order. In this appendix, a general formula is derived that can be used for pulses of arbitrary shape. Moreover, it makes no assumption about the dispersive properties of the fiber and can be used to include dispersion to any order. The basic idea behind the derivation consists of the observation that the pulse spectrum does not change in a linear dispersive medium irrespective of what happens to the pulse shape. It is thus better to calculate the changes in the pulse width in the spectral domain.

For pulses of arbitrary shapes, a measure of the pulse width is provided by the quantity $\sigma^2 = \langle t^2 \rangle - \langle t \rangle^2$, where the first and second moments are calculated using the pulse shape as indicated in Eq. (2.4.21). These moments can also be defined in terms of the pulse spectrum as

$$
\langle t \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} t |A(z,t)|^2 dt = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \bar{A}^*(z,\omega)A_{\omega}(z,\omega) d\omega,
$$

$$
\langle t^2 \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} t^2 |A(z,t)|^2 dt = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\bar{A}_{\omega}(z,\omega)|^2 d\omega,
$$

where $\bar{A}(z,\omega)$ is the Fourier transform of $A(z,t)$ and the subscript $\omega$ denotes partial derivative with respect to $\omega$. For simplicity of discussion, we normalize $A$ and $\bar{A}$ such that

$$
\int_{-\infty}^{\infty} |A(z,t)|^2 dt = \int_{-\infty}^{\infty} |\bar{A}(z,\omega)|^2 d\omega = 1.
$$

As discussed in Section 2.4, when nonlinear effects are negligible, different spectral components propagate inside the fiber according to the simple relation

$$
\bar{A}(z,\omega) = \bar{A}(0,\omega) \exp(i\beta z) = [S(\omega) e^{i\theta}] \exp(i\beta z),
$$

where $S(\omega)$ represents the spectrum of the input pulse and $\theta(\omega)$ accounts for the effects of input chirp. As seen in Eq. (2.4.13), the spectrum of chirped pulses acquires
a frequency-dependent phase. The propagation constant $\beta$ depends on frequency because of dispersion. It can also depend on $z$ when dispersion management is used or when fiber parameters such as the core diameter are not uniform along the fiber.

If we substitute Eq. (C.4) in Eqs. (C.1) and (C.2), perform the derivatives as indicated, and calculate $\sigma^2 = \langle r^2 \rangle - \langle r \rangle^2$, we obtain

$$\sigma^2 = \sigma_0^2 + \langle \langle r^2 \rangle - \langle r \rangle^2 \rangle + 2\langle \langle r \theta_0 \rangle - \langle r \rangle \langle \theta_0 \rangle \rangle,$$

where the angle brackets now denote average over the input pulse spectrum such that

$$\langle f \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(\omega)|S(\omega)|^2 d\omega.$$

In Eq. (C.5), $\sigma_0$ is the root-mean-square (RMS) width of input pulses, $\theta_0 = d\theta/d\omega$, and $\tau$ is the group delay defined as

$$\tau(\omega) = \int_0^L \frac{\partial \beta(z,\omega)}{\partial \omega} dz$$

for a fiber of length $L$. Equation (C.5) can be used for pulses of arbitrary shape, width, and chirp. It makes no assumption about the form of $\beta(z,\omega)$ and thus can be used for dispersion-managed fiber links containing fibers with arbitrary dispersion characteristics.

As a simple application of Eq. (C.5), one can use it to derive Eq. (2.4.22). Assuming uniform dispersion and expanding $\beta(z,\omega)$ to third-order in $\omega$, the group delay is given by

$$\tau(\omega) = (\beta_1 + \beta_2 \omega + \frac{1}{2} \beta_3 \omega^2)L.$$

For a chirped Gaussian pulse, Eq. (2.4.13) provides the following expressions for $\theta$ and $\theta$:

$$S(\omega) = \sqrt{\frac{4\pi T_0^2}{1+C^2}} \exp \left[ -\frac{\omega^2 T_0^2}{2(1+C^2)} \right], \quad \theta(\omega) = \frac{C\omega^2 T_0^2}{2(1+C^2)} - \tan^{-1} C.$$

The averages in Eq. (C.5) can be performed analytically using Eqs. (C.8) and (C.9) and result in Eq. (2.4.22).

As another application of Eq. (C.5), consider the derivation of Eq. (2.4.23) that includes the effects of a wide source spectrum. For such a pulse, the input field can be written as $A(0,t) = A_0(t)f(t)$, where $f(t)$ represents the pulse shape and $A_0(t)$ is fluctuating because of the partially coherent nature of the source. The spectrum $S(\omega)$ now becomes a convolution of the pulse spectrum and the source spectrum such that

$$S(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S_\rho(\omega - \omega_1)F(\omega_1) d\omega_1,$$

where $S_\rho$ is the pulse spectrum and $F(\omega_1)$ is the fluctuating field spectral component at the source with the correlation function of the form

$$(F^*(\omega_1)F(\omega_2))_s = G(\omega_1)\delta(\omega_1 - \omega_2).$$
The quantity $G(\omega)$ represents the source spectrum. The subscript $s$ in Eq. (C.11) is a reminder that the angle brackets now denote an ensemble average over the field fluctuations.

The moments $\langle t \rangle$ and $\langle t^2 \rangle$ are now replaced by $\langle \langle t \rangle \rangle_s$ and $\langle \langle t^2 \rangle \rangle_s$, where the outer angle brackets stand for the ensemble average over field fluctuations. Both of them can be calculated in the special case in which the source spectrum is assumed to be Gaussian, i.e.,

$$G(\omega) = \frac{1}{\sigma_\omega \sqrt{2\pi}} \exp \left( -\frac{\omega^2}{2\sigma_\omega^2} \right), \quad (C.12)$$

where $\sigma_\omega$ is the RMS spectral width of the source. For example,

$$\langle \langle t \rangle \rangle_s = \int_{-\infty}^{\infty} \tau(\omega) \langle |S(\omega)|^2 \rangle_s d\omega - i \int_{-\infty}^{\infty} \langle S^\dagger(\omega)S_{\omega}(\omega) \rangle_s d\omega$$

$$= L \int_{-\infty}^{\infty} (\beta_1 + \beta_2 \omega + \frac{1}{2} \beta_3 \omega^2) |S_{\omega}(\omega - \omega_1)|^2 G(\omega_1) d\omega_1 d\omega \quad (C.13)$$

Since both the pulse spectrum and the source spectrum are assumed to be Gaussian, the integral over $\omega_1$ can be performed first, resulting in another Gaussian spectrum. The integral over $\omega$ is then straightforward in Eq. (C.13) and yields

$$\langle \langle t \rangle \rangle_s = L \left[ \beta_1 + \frac{\beta_3}{8\sigma_\omega^2} (1 + C^2 + V_\omega^2) \right], \quad (C.14)$$

where $V_\omega = 2\sigma_\omega \sigma_0$. Repeating the same procedure for $\langle \langle t^2 \rangle \rangle_s$, we recover Eq. (2.4.13) for the ratio $\sigma/\sigma_0$. 
Appendix D

Ultimate System Capacity

With the advent of wavelength-division multiplexing (WDM) technology, lightwave systems with a capacity of more than 1 Tb/s have become available commercially. Moreover, system capacities in excess of 10 Tb/s have been demonstrated in several laboratory experiments. Every communication channel has a finite bandwidth, and optical fibers are no exception to this general rule. One may thus ask: What is the ultimate capacity of a fiber-optic communication system? This appendix focuses on this question.

The performance of any communication system is ultimately limited by the noise of the received signal. This limitation can be stated more formally by using the concept of channel capacity introduced within the framework of information theory [1]. It turns out that a maximum possible bit rate exists for error-free transmission of a binary digital signal in the presence of Gaussian noise. This rate is called the channel capacity. More specifically, the maximum capacity of a noisy communication channel is given by

$$C_s = \Delta f_{ch} \log_2(1 + S/N),$$  \hspace{1cm} (D.1)

where $\Delta f_{ch}$ is the channel bandwidth, $S$ is the average signal power, and $N$ is the average noise power. Equation (D.1) is valid for a linear channel with additive noise. It shows that the system capacity (i.e., the bit rate) can exceed the bandwidth of the transmission channel if the noise level is low enough to maintain a high signal-to-noise ratio (SNR). In fact, it is common to define the spectral efficiency of a communication channel as $\eta_s = C_s/(\Delta f_{ch})$ that is a measure of bits transmitted per second per unit bandwidth and is measured in units of (b/s)/Hz. For a SNR of $>30$ dB, $\eta_s$ exceeds 10 (b/s)/Hz.

Equation (D.1) does not always apply to fiber-optic communication systems because of the nonlinear effects occurring inside optical fibers. It can nonetheless be used to provide an upper limit on the system capacity. The bandwidth $\Delta f_{ch}$ of modern lightwave systems is limited by the bandwidth of optical amplifiers and is below 10 Tb/s (80 nm) even when both the C and L bands are used simultaneously. With the advent of new kinds of fibers and amplification techniques, one may expect that eventually $\Delta f_{ch}$ will approach 50 THz by using the entire low-loss region extending from 1.25 to 1.65 $\mu$m. The SNR should exceed 100 in practice to realize a bit-error rate below $10^{-9}$. Using these values in Eq. (D.1), the maximum system capacity is close to
350 Tb/s assuming that the optical fiber acts as a linear channel. The highest capacity realized for WDM systems in a 2001 experiment was 10.9 Tb/s [2]. The most limiting factor is the spectral efficiency; it is typically limited to below 0.8 (b/s)/Hz because of the use of the binary amplitude-shift keying (ASK) format (on–off keying). The use of phase-shift and frequency-shift keying (PSK and FSK) formats in combination with advanced coding techniques is likely to improve the spectral efficiency.

The impact of the nonlinear effects and the amplifier noise on the ultimate capacity of lightwave systems has been studied in several recent publications [3]–[8]. Because the amplifier noise builds up in long-haul systems, the maximum channel capacity depends on the transmission distance and is generally larger for shorter distances. It also depends on the number of channels transmitted. The most important conclusion is that the maximum spectral efficiency is limited to 3–4 (b/s)/Hz because of the nonlinear effects. As a result, the system capacity may remain below 150 Tb/s even under the best operating conditions.
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Appendix E

Software Package

The back cover of the book contains a software package for designing fiber-optic communication system on a compact disk (CD) provided by the Optiwave Corporation (Website: www.optiwave.com). This is an especially prepared version of the software package called “OptiSystem Lite” and marketed commercially by Optiwave under the name OptiSystem. The CD contains a set of problems for each chapter that are appropriate for the readers of this book. The reader is encouraged to try these numerical exercises as they will help in understanding the important issues involved in the design of lightwave systems.

The CD should work on any PC running the Microsoft Windows software. The first step is to install the software package. The installation procedure should be straightforward for most users. Simply insert the CD in the CD-ROM drive, and follow the instructions. If the installer does not start automatically for some reason, one may have to click on the "setup" program in the root directory of the CD. After the installation, the user simply has to click on the icon named “OptiSystem Design 1.0” to start the program.

The philosophy behind the computer-aid design of lightwave systems has been discussed in Section 5.5. Similar to the setup seen in Fig. 5.15, the main window of the program is used to layout the lightwave system using various components from the component library. Once the layout is complete, the optical bit stream is propagated through the fiber link by solving the nonlinear Schrödinger (NLS) equation as discussed in Section 5.5. It is possible to record the temporal and spectral features of the bit stream at any location along the fiber link by inserting the appropriate data-visualization components.

The OptiSystem Lite software can be used for solving many problems assigned at the end of each chapter. Consider, for example, the simple problem of the propagation of optical pulses inside optical fibers as discussed in Section 2.4. Figure E.1 shows the layout for solving this problem. The input bit pattern should have the return-to-zero (RZ) format and be of the form “00010000” so that a single isolated pulse is propagated. The shape of this pulse can be specified directly or calculated in the case of direct modulation by solving the rate equations associated with semiconductor lasers. In the case of external modulation, a Mach–Zehnder modulator module should be used. The
Figure E.1: An example of the layout for studying the propagation of optical pulses inside optical fibers. All the components are available in the standard component library supplied with the OptiSystem Lite software.

The output of the laser or the modulator is connected to an “optical time-domain visualizer” and an “optical spectrum analyzer” so that the input pulse shape and spectrum can be observed graphically. The optical bit stream is transmitted through a fixed length of optical fiber whose output is again connected to the two visualizers to record the pulse shape and its spectrum. If the nonlinear effects are turned off, the spectrum should not change but the pulse would exhibit considerable broadening. For Gaussian pulse, the results would then agree with the theory of Section 2.4.

There are a large number of prepared samples that the user can use to understand how the program functions. On most computers, they will be stored in the directory “C:/Program Files/Optiwave/OptiSystem Lite 1.0/Book.” Folders in this directory are named “Samples” and “Technical Descriptions.” There are subfolders within the “Samples” folder for individual chapters which contain problems that can be solved by using the software. Most users of this book will benefit by solving these problems and analyzing the graphical output. A portable-data format (PDF) file is also included for each chapter within the folder “Technical Descriptions”; it can be consulted to find more details about each problem.